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Abstract
In this paper, a mathematical model consisting of the two harmful phytoplankton interacting with a herbivorous zooplankton is proposed and studied. The existence of all possible equilibrium points is carried out. The dynamical behaviors of the model system around biologically feasible equilibrium points are studied. Suitable Lyapunov functions are used to construct the basins of attractions of those points. Conditions for which the proposed model persists are established. The occurrence of local bifurcation and a Hopf bifurcation are investigated. Finally, to confirm our obtained analytical results and specify the vital parameters, numerical simulations are used for a hypothetical set of parameter values.
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1. Introduction
Plankton is the basis of the entire aquatic food chain. Phytoplankton, in particular, occupies the first trophic level. Plankton performs services for the Earth: it serves as food for marine life, gives off oxygen and also absorbs half of the carbon dioxide from the Earth's atmosphere. The dynamics of a rapid (or massive) increase or decrease of plankton populations is an important subject in marine plankton ecology and generally termed as a 'bloom'. Harmful algal blooms (HABs) have adverse effects on human health, fishery, tourism, and the environment. In recent years, considerable scientific attention has been given to HABs, see for example [1-9]. Toxic substances released by harmful plankton play an important role in this context. Recent studies reveal that some times bloom of certain harmful species may lead to the release of both toxins and allelopathic substances [10-12]. Allelopathic substances tend to be directly targeted and may physiologically impair, stun,
repel, induce avoidance reactions, and kill grazers. Toxin-producing plankton (TPP) release toxic chemicals in the water and reduce the grazing pressure of zooplankton. As a result, TPP may act as a biological control for the termination of planktonic blooms see [8,9,13-15]. Consequently in this paper, we will give special emphasis to the fact that the occurrence of toxin producing phytoplankton may not always be harmful but may help to maintain the stable equilibrium in trophodynamics through the coexistence of all the species. A mathematical model consisting of two harmful phytoplankton interacting with herbivorous zooplankton is proposed and studied. Two types of distributions for the released toxic substance by toxic / harmful phytoplankton species, which reduces the growth of zooplankton, are considered.

2. Mathematical model formulation
Consider the simple phytoplankton-zooplankton system with Holling type-II functional response which can be written as:

\[
\frac{dP}{dt} = n_1 P \left(1 - \frac{P}{K}\right) - \frac{m_1 P Z}{\gamma + P_1}
\]

\[
\frac{dZ}{dt} = \frac{m_1 P Z}{\gamma + P_1} - \mu Z
\]

Here \( P_1(T) \) and \( Z(T) \) represent the densities of phytoplankton and zooplankton at time \( T \) respectively. While the parameters \( n_1, K, m, \gamma, m_1 \) and \( \mu \) are assumed to be positive parameters and can be described as the following: \( n_1 \) represents the intrinsic growth rate of phytoplankton; \( K \) is the carrying capacity; \( m \) represents the maximum attack rate of zooplankton to the phytoplankton \( P_1 \); \( \gamma \) is the half saturation constant; \( m_1 \) represents the zooplankton conversion rate from phytoplankton \( P_1 \); \( \mu \) is the natural death rate of zooplankton.

Assume that, the phytoplankton \( P_1 \) produces a toxin, as a defensive strategy against the predation from zooplankton, which effect negatively on the growth of the zooplankton. Therefore, the above system can be reformulated as:

\[
\frac{dP}{dt} = n_1 P \left(1 - \frac{P}{K}\right) - \frac{m_1 P Z}{\gamma + P_1}
\]

\[
\frac{dZ}{dt} = \frac{m_1 P Z}{\gamma + P_1} - \mu Z - \theta_1 f(P_1) Z
\]

here \( \theta_1 > 0 \) represents the liberation rate of toxic substance by the harmful phytoplankton \( P_1 \);

While \( f(P_1) \) represents the distribution of toxic substance which is assumed to be follows either Holling type-I form (called case 1) or Holling type-II form (called case 2) that means:

\[
f(P_1) = \begin{cases} aP_1 & \text{for case 1} \\ \frac{aP_1}{\gamma + P_1} & \text{for case 2} \end{cases}
\]

(3)

here \( a > 0 \) and \( a_1 > 0 \) represent the maximum zooplankton ingestion rates for the toxic substance produced by phytoplankton \( P_1 \), while \( \gamma_1 > 0 \) is the half saturation constant of the zooplankton by the toxic substance. Now, if we imposed the following additional assumptions on system (2):

1- There exists another harmful phytoplankton, denoted by \( P_2(T) \), within the environment.

2- It is assumed that, the second phytoplankton \( P_2 \) growth logistically with intrinsic growth rate \( r_2 > 0 \) and carrying capacity \( L > 0 \), while there is a competition interaction between \( P_1 \) and \( P_2 \) for light and space with competition rates \( \alpha > 0 \) and \( \beta > 0 \).

3- The second phytoplankton produces a toxic substance that affects on the zooplankton too and the distribution of this toxic follows:

\[
g(P_2) = \begin{cases} dP_2 & \text{for case 1} \\ \frac{dP_2}{\gamma_2 + P_2} & \text{for case 2} \end{cases}
\]

(4)

here \( d, d_1 \) and \( \gamma_2 \) have the same meaning as those in \( f(P_1) \).

4- The zooplankton consumes the food from phytoplankton \( P_1 \) and phytoplankton \( P_2 \) as well as according to Holling type-II. Therefore, the above two species system (2) can be extended to three species system and reformulated as:

\[
\frac{dP_1}{dt} = n_1 P_1 \left(1 - \frac{P_1}{K}\right) - \alpha P_1 P_2 - \frac{m_1 P_1 Z}{\gamma + P_1} + \frac{n_1 P_1 Z}{\gamma + P_1 + c P_2}
\]

\[
\frac{dP_2}{dt} = r_2 P_2 \left(1 - \frac{P_2}{L}\right) - \beta P_2 P_1 - \frac{n_2 P_2 Z}{\gamma + P_2 + c P_1}
\]

\[
\frac{dZ}{dt} = \frac{m_1 P_1 Z}{\gamma + P_1} - \frac{n_1 P_1 Z}{\gamma + P_1 + c P_2} - \mu Z - \theta_1 f(P_1) Z - \theta_2 g(P_2) Z
\]

(5)

Clearly, the positive parameters \( n, n_1 \) and \( c \) can be described as follows: \( n \) represents the maximum attack rate of the zooplankton to the second phytoplankton \( P_2 \); \( n_1 \) represents the zooplankton conversion rate from phytoplankton and \( c \) the preference rate between \( P_1 \) and \( P_2 \) respectively. While the parameter \( \theta_2 > 0 \)
represents the liberation rate of toxic substance by the harmful phytoplankton \( P_2 \).

Note that system (5) has 17 parameters for case 1 and 19 parameters for case 2, which makes the analysis difficult. Therefore, to reduce the number of parameters and then simplifying our system the following dimensionless variables are used

\[ t = \frac{\eta T}{x}, \quad y = \frac{aP_1}{n} \quad \text{and} \quad z = \frac{mL}{n,k} \]

Therefore, substituting these new variables in system (5) and then simplifying the resulting terms. We obtain the following dimensionless system:

\[
\begin{align*}
\frac{dx}{dt} &= x(1-x) - xy - \frac{xz}{w_1 + w_2 + w_3} \\
\frac{dy}{dt} &= w_3 y(1-w_4 y) - w_5 x y - \frac{w_8 y z}{w_1 + w_2 + w_3} \\
\frac{dz}{dt} &= -w_4 z - w_{10} f(x) z - w_{11} g(y) z
\end{align*}
\]  

(6)

where:

\[
f(x) = \begin{cases} 
w_{12} x & \text{for case 1} \\
\frac{a_{12} x}{w_{12} + n} & \text{for case 2} 
\end{cases}
\]

\[
g(y) = \begin{cases} 
w_{13} y & \text{for case 1} \\
\frac{a_{13} y}{w_{13} + n} & \text{for case 2} 
\end{cases}
\]

with \( w_1 = \frac{n}{x}, \quad w_2 = \frac{m}{n}, \quad w_3 = \frac{a}{n}, \quad w_4 = \frac{d}{n}, \quad w_5 = \frac{b}{n}, \quad w_6 = \frac{n}{m}, \quad w_7 = \frac{m}{n}, \quad w_8 = \frac{a}{n}, \quad w_9 = \frac{d}{n}, \quad w_{10} = \frac{b}{n}, \quad w_{11} = \frac{a}{n}, \quad w_{12} = \frac{d}{n}, \quad w_{13} = \frac{a}{n}, \)

\[ \bar{w}_{12} = \frac{a_{12}}{n}, \quad \bar{w}_{13} = \frac{a_{13}}{n} \]

represent the dimensionless parameters. Clearly, system (6) contains 13 parameters in case 1 and 15 parameters for case 2, which may make the analysis of system (6) easier. Further, the initial condition for system (6) may be taken as any point in the region \( R^3_x = \{(x, y, z) : x \geq 0, y \geq 0, z \geq 0\} \).

Obviously, the interaction functions in the right hand side of system (6) are continuously differentiable functions on \( R^3_x \), hence they are Lipschitzian. Therefore the solution of system (6) exists and is unique. Further, all the solutions of system (6) with non-negative initial condition are uniformly bounded as shown in the following theorem.

**Theorem 1.** All the solutions of the system (6), which initiate in \( R^3_x \), are uniformly bounded.

**Proof.** Let \((x(t), y(t), z(t))\) be any solution of the system (6). Since

\[
\frac{dx}{dt} \leq x(1-x), \quad \frac{dy}{dt} \leq w_3 y(1-w_4 y)
\]

Thus by solving these differential inequalities we get \( x(t) \leq 1, \forall t > 0 \) and \( y(t) \leq \frac{w_4}{w_3}, \forall t > 0 \). Now, consider the function \( W(x, y, z) = w_7 x + \frac{w_8 y}{w_5} z + w_9 \)

then the time derivative of \( W() \) along the solution of the system (6) is:

\[
\frac{dW}{dt} + w_3 W \leq M
\]

where \( M = w_7 (1 + w_9) + \frac{w_8}{w_5} (w_3 + w_5) \). By comparing the above differential inequality with the associated linear differential equation, we obtain:

\[
0 < W \leq M(t - e^{-wy}) + w_9 e^{-w_3 t}
\]

Therefore \( 0 < W \leq M \), as \( t \to \infty \). Hence, all the solutions of system (6) are uniformly bounded, and then the proof is complete.

**3. Existence of equilibrium points and stability Analysis**

The system (6) have at most seven non-negative equilibrium points, three of them namely \( E_0 = (0,0,0), \quad E_x = (1,0,0), \quad E_y = \left(0,\frac{1}{w_5},0\right) \) always exist. While the existence of other equilibrium points are shown in the following:

The zooplankton free equilibrium point \( E_{w} = (\hat{x}, \hat{y}, 0) \), where

\[
\hat{x} = \frac{w_2 w_6 - w_1 w_3}{w_5 w_7 w_8 - w_{12} w_5 w_8 - w_{13} w_5 w_8} \quad \hat{y} = \frac{w_1 w_6 - w_3}{w_2 w_6 w_8 - w_{12} w_5 w_8 - w_{13} w_5 w_8}
\]

(8)

exists uniquely in the \( Int.R^2_x \) of \( xy \)-plane provided that:

\[
w_4 > 1 \quad \text{and} \quad w_3 > w_5
\]

(9a)

Or,

\[
w_4 < 1 \quad \text{and} \quad w_3 < w_5
\]

(9b)

The second phytoplankton free equilibrium point \( E_{zz} = (\bar{x}, 0, \bar{z}) \) exists in \( Int.R^2_x \) of \( xz \)-plane, where

\[
\bar{x} = (1 - \bar{x})(w_1 + x)
\]

(10)

while \( x \) in case 1, represents the positive root to the following equation:

\[
b_1 x^3 + b_2 x^2 + b_3 = 0
\]

(11)

where \( b_1 = w_10 w_12 > 0, \quad b_2 = w_1 w_0 w_10 > 0 \) and \( b_3 = w_6 - w_5 + w_1 w_0 w_12 \). So by using Descartes rule of signs, Eq. (11) has either no positive root and hence there is no equilibrium point or two positive roots given by:

\[
\bar{x}_1, \bar{x}_2 = \frac{-b_2 \pm \sqrt{b_2^2 - 4b_1 b_3}}{2b_1}
\]

(12a)
Clearly $\pi_1$ and $\pi_2$ are positive provided that
\[ b_2 < 0 \Rightarrow w_0 + w_1 w_0 w_2 < w_7 \] \[ b_2^2 > 4 b_1 b_0 \] \[ \text{(12b)} \]
and then, by substituting $\pi_i, i = 1, 2$ in Eq. (10), there exist two second phytoplankton free equilibrium points in the $\text{Int.R}_2^2$ of $xz$-plane namely $E_{1,1}^i$ and $E_{1,2}^i$, provided that
\[ \pi_i < 1 \text{ for } i = 1, 2. \] \[ \text{(13)} \]
Now for case 2, $\pi$ represents the positive root to the following equation:
\[ b_4 x^2 + b_2 x + b_0 = 0 \] \[ \text{(14)} \]
here $b_2 = w_7 - w_0 - a_1 w_0$, $b_4 = -w_1 w_0 w_2 < 0$ and $b_0 = w_7 w_1 w_2 - w_0 w_1 w_2 - a_1 w_0$. So by using Descartes rule of signs, Eq. (14) has a positive root given by:
\[ \pi = \frac{-b_1}{2b_0} + \frac{\sqrt{b_2^2 - 4b_1 b_0}}{2b_0} \] \[ \text{(15a)} \]
provided that the following condition holds
\[ b_4 > 0 \Rightarrow w_0 > w_1 + a_1 w_0 \] \[ \text{(15b)} \]
Therefore, by substituting $\pi$ in Eq. (10), system (6) has a unique second phytoplankton free equilibrium point in the $\text{Int.R}_2^2$ of $xz$-plane denoted by $E_{xz}$, provided that
\[ \pi < 1 \] \[ \text{(16)} \]
The first phytoplankton free equilibrium point $E_{yz} = (0, \bar{y}, 0)$ exists in $\text{Int.R}_2^2$ of $yz$-plane, where
\[ \bar{y} = \frac{(w_0 + w_2)\bar{w}_3(1 - w_4 \bar{y})}{w_1} \] \[ \text{(17)} \]
while $\bar{y}$ in case 1, represents the positive root to the following equation:
\[ b_1 y^2 + b_0 y + b_0 = 0 \] \[ \text{(18)} \]
here $b_2 = w_2 w_1 w_2 > 0$, $b_0 = w_1 w_0 > 0$ and
\[ b_1 = w_2 w_0 - w_4 + w_1 w_1 w_1. \] \[ \text{So by using Descartes rule of signs, Eq. (18) has either no positive root and hence there is no equilibrium point or two positive roots given by:} \]
\[ \bar{y}_1, \bar{y}_2 = -\frac{b_1}{2b_0} \pm \frac{\sqrt{b_2^2 - 4b_1 b_0}}{2b_0} \] \[ \text{(19a)} \]
Clearly $\bar{y}_1$ and $\bar{y}_2$ are positive provided that
\[ b_2 < 0 \Rightarrow w_2 w_0 + w_1 w_1 w_1 < w_8 \] \[ \text{(19b)} \]
\[ b_2^2 > 4 b_1 b_0 \] \[ \text{(19c)} \]
and then, by substituting $\bar{y}_i, i = 1, 2$ in Eq. (17), there exist two first phytoplankton free equilibrium points in the $\text{Int.R}_2^2$ of $yz$-plane namely $E_{y1}^i$ and $E_{y2}^i$, provided that
\[ \bar{y}_i < \frac{1}{w_4} \text{ for } i = 1, 2 \] \[ \text{(20)} \]
Now for case 2, $\bar{y}$ represents the positive root to the following equation:
\[ b_0 y^2 + b_1 y + b_2 = 0 \] \[ \text{(21)} \]
here
\[ b_0 = w_8 - w_2 w_9 - d_1 w_2 w_i, \] \[ b_2 = -w_1 w_0 w_13 < 0 \] \[ \text{and} \]
\[ b_1 = w_8 w_13 - w_1 w_0 - w_2 w_0 w_13 - d_1 w_1 w_1. \] \[ \text{So by using Descartes rule of signs, Eq. (21) has a positive root given by:} \]
\[ \bar{y} = \frac{-b_1}{2b_0} + \frac{\sqrt{b_2^2 - 4b_1 b_0}}{2b_0} \] \[ \text{(22a)} \]
provided that the following condition holds
\[ b_1 > 0 \Rightarrow w_8 > w_2 w_9 + d_1 w_2 w_i \] \[ \text{(22b)} \]
Therefore, by substituting $\bar{y}$ in Eq. (17), system (6) has a unique first phytoplankton free equilibrium point in the $\text{Int.R}_2^2$ of $yz$-plane given by $E_{xz} = (0, \bar{y}, \bar{z})$, provided that
\[ \bar{y} < \frac{1}{w_4} \] \[ \text{(23)} \]
Finally the coexistence equilibrium point $E_{xyz} = (x^*, y^*, z^*)$ exists in $\text{Int.R}_3^2$, where
\[ y^* = A + B x^* \] \[ \text{(24)} \]
\[ z^* = b^* \left[ w_3 - (w_3 w_4 + (w_3 w_5 + w_5)) x^* \right] \] \[ \text{(25)} \]
with $A = \frac{w_1 - w_3}{w_2 - w_3}$, $B = \frac{w_2 - w_3}{w_1 - w_3}$ and
\[ b^* = w_1 + x^* + w_2 y^* \] \[ \text{(26)} \]
While, $x^*$ represents the positive root of each of the following two equations for case 1 and case 2 respectively.
\[ S_1 x^2 + S_2 x + S_3 = 0 \] \[ \text{(27)} \]
\[ Q_1 x^3 + Q_2 x^2 + Q_3 x + Q_4 = 0 \] \[ \text{(28)} \]
where:
\[ S_1 = (1 + w_2 B)(w_1 w_0 w_1 + w_1 w_1 B) \] \[ \text{and} \]
\[ S_2 = (1 + w_2 B)(w_0 + w_1 w_1 A) \] \[ + (w_3 - w_2 A)(w_1 w_0 + w_1 w_1 B) \] \[ - w_3 - w_2 B \]
\[ S_3 = (w_3 + w_2 A)(w_0 + w_1 w_1 A) - w_3 A \]
\[ Q_1 = B w_0 + w_2 B - (w_0 + a_1 w_0) \] \[ + d_1 w_1(1 + w_2 B) \]
\[ Q_2 = w_3 w_2 B + (w_1 A)(w_0 + w_1 w_1 A) - w_3 A \] \[ - w_3 B + (w_1 A)(w_0 + w_1 w_1 A) - w_3 B \] \[ - d_1 w_1 w_1 B) \] \[ - (w_3 + w_2 A)(w_0 + d_1 w_1) B \] \[ - (1 + w_2 B)(a_1 w_0 w_13 + a_1 w_0 A) \] \[ + d_1 w_1 A) - a_1 w_1 B(w_1 + w_2 A) \]
\[ Q_3 = w_x A^2 + (w_{13} + A)(w_7 w_{12} + w_8 w_{12}B) \]
\[-w_x w_4 A + (w_{12} + w_{11})(w_8 A - w_1 w_5) \]
\[-w_x A (w_1 + w_2 w_{12}) - (1 + w_2 B) \]
\[(w_8 w_{12} + w_9 w_{12} A + d_1 w_{11} w_{12} A) \]
\[-(w_1 + w_2 A (d_1 w_{10} w_{13}) \]
\[ + d_1 w_{10} A + d_1 w_{11} w_{12} B + d_1 w_{11} A) \]
\[Q_4 = (w_{13} + A)(w_8 w_{12} - w_1 w_9 w_{12}) \]
\[-w_x w_3 w_{12} A - d_1 w_{11} w_{12} A (w_1 + w_2 A) \]

Obviously, equation (27) guarantees that a unique positive root say \( x^* \) provided that one set of the following sets of conditions hold:

\[ S_1 > 0 \text{ and } S_3 < 0 \] (29a)
\[ S_1 < 0 \text{ and } S_3 > 0 \] (29b)

while equation (28) has a unique positive root say \( x^* \) provided that one set of the following sets of conditions hold:

\[ Q_1 > 0, Q_2 > 0 \text{ and } Q_4 < 0 \] (30a)
\[ Q_1 > 0, Q_3 < 0 \text{ and } Q_4 < 0 \] (30b)
\[ Q_1 < 0, Q_2 < 0 \text{ and } Q_4 > 0 \] (30c)
\[ Q_1 < 0, Q_3 > 0 \text{ and } Q_4 > 0 \] (30d)

Consequently, \( E_{xyz} \) exists uniquely in the \( Int R^3 \) if and only if in addition to condition (29) in case 1 and condition (30) in case 2 one set of the following sets of conditions hold:

\[ w_5 < w_6 < \min \left\{ w_3, w_3 w_4, w \right\}, \text{or} \]
\[ \max \left\{ w_3, w_3 w_4, w \right\} < w_6 < w_5 \] (31a)
\[ x^* < \hat{x} \] (31b)

clearly (31a) guarantees that \( y^* > 0 \) while (31b) guarantees that \( z^* > 0 \). The other set is:

\[ w_6 < \min \left\{ w_3, w_3 w_4, w_5 \right\}, \text{or} \]
\[ \max \left\{ w_3, w_3 w_4, w_5 \right\} < w_6 \] (32a)
\[ x^* < \hat{x} \] (32b)
\[ \frac{w_6 w_4 w_3 - w_6}{w_6 w_2 w_4 - w_6} > 0, \text{or} \]
\[ \frac{w_6 w_4 w_3 - w_6}{w_6 w_2 w_4 - w_6} < 0, \text{or} \] (32c)
\[ w_6 > 1, \text{or} \]
\[ x^* > \hat{x}, \frac{w_6 w_4 w_3 - w_6}{w_6 w_2 w_4 - w_6} < 0 \]

clearly (32a)-(32b) guarantee that \( y^* > 0 \) while (32c) guarantees that \( z^* > 0 \). Finally we have that:

\[ \max \left\{ w_3, w_5 \right\} < w_6 < w_3 w_4 \text{, or} \]
\[ w_3 w_4 < w_6 < \min \left\{ w_3, w_3 \right\} \] (33a)
\[ x^* > \frac{w_6 - w_3}{w_6 - w_5} \] (33b)
\[ x^* < \hat{x} \] (33c)

here (33a)-(33b) guarantee that \( y^* > 0 \), however (33c) guarantees that \( z^* > 0 \).

In the following, the local dynamical behavior of the system (6) around each of the above equilibrium points is investigated. First the Jacobian matrix of system (6) at each of these points is determined and then the eigenvalues for the resulting matrix are computed, finally the obtained results are summarized in the following:

The Jacobian matrix of system (6) at the equilibrium point \( E_0 = (0,0,0) \) can be written as
\[ J_0 = J(E_0) = \left[ e_{ij} \right]_{i,j=1,2,3} \text{, where } e_{11} = 1, \]
\[ e_{22} = w_1, \text{ and } e_{33} = -w_2 \text{ and zero otherwise. Then the eigenvalues of } J_0 \text{ are:} \]
\[ \lambda_{01} = 1 > 0, \lambda_{02} = w_3 > 0, \lambda_{03} = -w_0 < 0 \]

Therefore, the equilibrium point \( E_0 \) is a saddle point.

The Jacobian matrix of system (6) at the equilibrium point \( E_x = (1,0,0) \) can be written as
\[ J_x = J(E_x) = \left[ d_{ij} \right]_{i,j=1,2,3} \text{, where } \]
\[ d_{11} = d_{12} = -1, \quad d_{13} = \frac{-1}{w_{11}}, \quad d_{22} = w_3 - w_5, \]
\[ d_{33} = \frac{w_{32}}{w_{11}} - w_5 - w_10 f(l) \text{ and zero otherwise. Hence, the eigenvalues of } J_x \text{ are:} \]
\[ \tilde{\lambda}_1 = -1 < 0, \quad \tilde{\lambda}_2 = w_3 - w_5, \]
\[ \tilde{\lambda}_3 = \frac{w_{32}}{w_{11}} - w_5 - w_10 f(l) \]

where \( f(l) \) is obtained from Eq. (7a) by substituting \( x = 1 \). Clearly, \( E_x \) is locally asymptotically stable in the \( R^3 \) if the following two conditions are satisfied:
\[ w_3 < w_5 \] (34a)
\[ \frac{w_{32}}{w_{11}} < w_5 + w_10 f(l) \] (34b)

However, \( E_x \) is a saddle point in the \( R^3 \) if at least one of the following two conditions are satisfied:
\[ w_3 > w_5 \] (34c)
\[ \frac{w_{32}}{w_{11}} > w_5 + w_10 f(l) \] (34d)

Now, the Jacobian matrix of system (6) at the equilibrium point \( E_y = \left( 0, \frac{1}{w_4}, 0 \right) \) can be written as
\[ J_y = J(E_y) = \left[ e_{ij} \right]_{i,j=1,2,3} \text{, where } \]
\[ e_{11} = 1 - \frac{1}{w_4}, \quad e_{22} = \frac{-w_3}{w_4}, \quad e_{22} = -w_3, \quad e_{22} = \frac{-w_1}{w_4 w_4 + w_2}, \]
\[ e_{33} = \frac{w_3}{w_4 w_4 + w_2} - w_5 - w_10 (\frac{1}{w_4}) \text{, and zero otherwise. Then the eigenvalues of } J_y \text{ are:} \]
\[
\hat{\lambda}_1 = 1 - \frac{1}{w_4}, \quad \hat{\lambda}_2 = -w_3 < 0
\]
\[
\hat{\lambda}_3 = \frac{w_9}{w_1 w_4 + w_2} - w_9 - w_{11} g\left(\frac{1}{w_4}\right)
\]
where \( g(1/w_4) \) is obtained from Eq. (7b) by substituting \( y = (1/w_4) \). Hence, \( E_y \) is locally asymptotically stable in the \( R^3 \) if the following two conditions are satisfied
\[
w_4 < 1 \quad (35a)
\]
\[
\frac{w_9}{w_1 w_4 + w_2} < w_9 + w_{11} g\left(\frac{1}{w_4}\right) \quad (35b)
\]
While \( E_y \) is a saddle point in the \( R^2 \) if at least one of the following two conditions are satisfied
\[
w_4 > 1 \quad (35c)
\]
\[
\frac{w_9}{w_1 w_4 + w_2} > w_9 + w_{11} g\left(\frac{1}{w_4}\right) \quad (35d)
\]
The Jacobian matrix of system (6) at the zooplankton free equilibrium point \( E_{xy} = (\tilde{x}, \tilde{y}, 0) \) in the \( Int.R^2 \) of \( xy \)-plane can be written as \( J_{xy} = J(E_{xy}) = (f_{ij})_{3 \times 3}, i, j = 1, 2, 3 \), where
\[
f_{11} = f_{12} = -\tilde{x}, \quad f_{13} = \frac{\hat{b}}{b}, \quad f_{21} = -w_3 \tilde{y},
\]
\[
f_{22} = -w_4 \tilde{x}, \quad f_{23} = \frac{w_4}{b} - \frac{w_9}{b} - w_1 f(\tilde{x}) - w_{11} g(\tilde{y})
\]
\[
f_{33} = \frac{w_4}{b} - \frac{w_9}{b} - w_9 - w_1 f(\tilde{x}) - w_{11} g(\tilde{y})
\]
and zero otherwise. Therefore, the eigenvalues of \( J_{xy} \) are given by:
\[
\hat{\lambda}_{1,2} = \frac{-\left(\frac{w_4}{b} + \frac{w_9}{b}\right) \pm \sqrt{\left(\frac{w_4}{b} + \frac{w_9}{b}\right)^2 - 4 \frac{w_4}{b}}}{2}
\]
\[
\hat{\lambda}_3 = \frac{w_4}{b} + \frac{w_9}{b} - w_9 - w_1 f(\tilde{x}) - w_{11} g(\tilde{y})
\]
where \( f(\tilde{x}) \) and \( g(\tilde{y}) \) are obtained from Eq. (7a) and (7b) by substituting \( x = \tilde{x} \) and \( y = \tilde{y} \) respectively, while
\[
\hat{b} = w_1 + \frac{\hat{x}}{b} + \frac{w_2}{b} \tilde{y}
\]
Obviously, \( E_{xy} \) is locally asymptotically stable in the \( R^3 \) if in addition to condition (9a), which guarantees the local stability of \( E_{xy} \) in the \( Int.R^2 \) of the \( xy \)-plane, the following condition holds
\[
\frac{w_4}{b} + \frac{w_9}{b} < w_9 + w_1 f(\tilde{x}) + w_{11} g(\tilde{y})
\]
(37a)
Here condition (37a) insures the convergent of solution to \( E_{xy} \) from \( z \)-direction. On the other hand, \( E_{xy} \) is a saddle point in the \( R^3 \) if at least one of the conditions (9b) and the following condition
\[
\frac{w_4}{b} + \frac{w_9}{b} > w_9 + w_1 f(\tilde{x}) + w_{11} g(\tilde{y})
\]
(37b)
hold.

Before we go further to analyze the dynamical behavior of system (6) in the neighborhood of the second phytoplankton free equilibrium point, recall that the system have either two equilibrium points \( E_{xz}^r \) and \( E_{xz}^z \), or there is no equilibrium point in case 1. While, it has a unique equilibrium point \( E_{xz}^z \) in case 2. Since all these equilibrium points, whenever they exist have the same local stability conditions which depend on the form of equilibrium points, therefore we assume here \( E_{xz}^z \) represent any one of them that belongs to \( xz \)-plane.

So, the Jacobian matrix of system (6) at the second phytoplankton free equilibrium point \( E_{xz}^z = (\bar{x}, 0, \bar{z}) \) in \( xz \)-plane, can be written as
\[
J_{xz} = J(E_{xz}) = (g_{ij})_{3 \times 3}, i, j = 1, 2, 3, \text{ with}
\]
\[
g_{11} = \bar{x} \left(1 + \frac{1}{b} \right), \quad g_{12} = \bar{x} \left(1 + \frac{w_2}{b} \right), \quad g_{13} = \frac{\bar{x}}{b},
\]
\[
g_{21} = w_3 + \frac{w_9}{b} - w_9 - w_1 f(\bar{x}) - w_{11} g(0),
\]
and zero otherwise. Where
\[
\bar{b} = w_1 + \bar{x}
\]
\[
\frac{d f(\bar{x})}{d\bar{x}} \quad \frac{d g(0)}{d\bar{y}}
\]
\[
(38a) \quad (38b)
\]
While, \( f(\bar{x}) \) and \( g(0) \) are given in Eq. (7). Clearly, the eigenvalues of \( J_{xz} \) are given by:
\[
\hat{\lambda}_{1,3} = \frac{\bar{x}}{b} \left(-1 + \frac{1}{b} \right) \pm \sqrt{\left(-1 + \frac{1}{b} \right)^2 - 4 \frac{w_4}{b} \frac{w_9}{b} - w_1 f(\bar{x}) - w_{11} g(0)}
\]
\[
\hat{\lambda}_2 = w_3 - \frac{w_9}{b} - \frac{w_4}{b} - w_{11} g(0)
\]
Consequently, \( E_{xz}^z \) is locally asymptotically stable in the \( R^3 \) if the following conditions are satisfied.
\[
\bar{z} < \bar{b}\quad (39a)
\]
\[
w_1 \bar{y} > w_{11} \bar{g} f(\bar{x}) \quad (39b)
\]
\[
w_3 < \frac{w_9}{b} - \frac{w_4}{b} + \frac{w_9}{b} - w_1 f(\bar{x}) - w_{11} g(0) \quad (39c)
\]
Obviously, conditions (39a) and (39b) guarantee the local stability of \( E_{xz}^z \) in the \( Int.R^2 \) of the \( xz \)-plane while condition (39c) guarantees the convergent of the solution to \( E_{xz}^z \) from \( y \)-direction. However, \( E_{xz}^z \) will be unstable point in the \( R^2 \) if we reversed any one of the above conditions.
Similarly, it is assumed that, $E_{yz}$ represent any one of the first phytoplankton free of the equilibrium points those may belong to $yz$–plane. Hence the Jacobian matrix of system (6) at the equilibrium point $E_{yz}=(0,\bar{y},\bar{z})$ in $yz$–plane, can be written as

$$J_{yz} = J(E_{yz}) = [h_{ij}]_{3\times 3}; i, j = 1,2,3$$

where

$$h_{11} = 1 - \bar{y} - \frac{\bar{z}}{b}, \quad h_{21} = \bar{y} - w_s + \frac{w_i\bar{y}}{b},$$

$$h_{22} = -w_s w_q + \frac{w_i w_j \bar{y}}{b^2}, \quad h_{23} = -w_q \bar{y},$$

$$h_{31} = 2 \left(\frac{w_i b}{b^2} - w_q \bar{y} - w_s \bar{y} f'(0)\right),$$

$$h_{32} = 2 \left(\frac{w_i^2 w_j \bar{y}}{b^3} - w_i w_j g'(\bar{y})\right)$$

and zero otherwise, here $f'(0)$ and $g'(\bar{y})$ result from Eq. (38b) for $x = 0$ and $y = \bar{y}$, however:

$$\bar{b} = w_s + w_i \bar{y} \quad (40)$$

Clearly the eigenvalues of $J_{yz}$ are given by:

$$\lambda_1 = 1 - \bar{y} - \frac{\bar{z}}{b}$$

$$\lambda_2,3 = \frac{\bar{y}}{2} - w_s w_q + \frac{w_i w_j \bar{y}}{b^2} \pm \sqrt{\left(\frac{w_i w_j \bar{y}}{b^2} - w_q \bar{y} f'(0)\right)^2 - 4 \left(\frac{w_i^2 w_j \bar{y}}{b^3} - w_i w_j g'(\bar{y})\right)}$$

Consequently, $E_{yz}$ is locally asymptotically stable in the $R^3_+$ if the following conditions are satisfied:

$$\bar{y} + \frac{\bar{z}}{b} > 1 \quad (41a)$$

$$\bar{z} < \frac{w_i w_j \bar{y}}{w_q} \quad (41b)$$

$$w_i w_q > \bar{w}_i \bar{b}^2 g'(\bar{y}) \quad (41c)$$

Obviously, conditions (41b) and (41c) guarantee the local stability of $E_{yz}$ in the $Int.R^3_+$ of the $yz$–plane while condition (41a) insure the convergent of the solution to $E_{yz}$ from $x$–direction. Moreover, $E_{yz}$ is unstable point in the $R^3_+$ if we reversed any one of the above conditions.

Finally, the Jacobian matrix of the system (6) at the positive equilibrium point $E_{xyz} = (x^*,y^*,z^*)$ in the $Int.R^3_+$ can be written as:

$$J_{xyz} = J(E_{xyz}) = [a_{ij}]_{3\times 3}; i, j = 1,2,3 \quad (42a)$$

where

$$a_{11} = \frac{x^*}{b^2} D_1, \quad a_{12} = \frac{x^*}{b^2} D_2, \quad a_{13} = \frac{x^*}{b^2},$$

$$a_{21} = \frac{y^*}{b^2} D_3, \quad a_{22} = \frac{y^*}{b^2} D_4, \quad a_{23} = -\frac{w_q y^*}{b^2},$$

$$a_{31} = \frac{z^*}{b^2} \left(\frac{d_{n-b} y^*}{y^*} f'(x^*)\right), \quad a_{32} = \frac{z^*}{b^2} \left(\frac{d_{n-b} y^*}{y^*} g'(y^*)\right)$$

and

$$a_{33} = 0.$$ 

In addition, we have

$$D_1 = -b^2 z^* + x^*, \quad D_2 = -b^2 w_2 z^*,$$

$$D_3 = -w_3 b^2 + w_2 z^*, \quad D_4 = -w_3 w_q b^2 + w_2 w_q z^*,$$

$$D_5 = w_i w_q + (w_3 w_q - w_3) y^*,$$

$$D_6 = w_i w_q - (w_2 w_q - w_2) x^*$$

and $b^*$ is given in Eq. (26), while

$$f'(x^*) = \frac{df}{dx}\bigg|_{x=x^*}$$

$$g'(y^*) = \frac{dg}{dy}\bigg|_{y=y^*} \quad (42b)$$

where $f(x)$ and $g(y)$ are given in Eq. (7).

Accordingly the characteristic equation of $J_{xyz}$ can be written as:

$$\lambda^3 + A_1 \lambda^2 + A_2 \lambda + A_3 = 0 \quad (43)$$

where

$$A_1 = -(a_{11} + a_{22}),$$

$$A_2 = a_{11} a_{22} - a_{12} a_{21} - a_{23} a_{32} - a_{31} a_{13},$$

$$A_3 = a_{23} (a_{11} a_{32} - a_{12} a_{31}) - a_{13} (a_{21} a_{32} - a_{22} a_{31})$$

and

$$\Delta = A_1 A_3 - A_2$$

$$= -(a_{11} + a_{22})(a_{11} a_{22} - a_{12} a_{21}) + a_{31} (a_{11} a_{32} + a_{12} a_{31}) + a_{32} (a_{21} a_{32} + a_{22} a_{31})$$

So, by substituting the values of $a_{ij}$, and then simplifying the resulting terms we obtain:

$$A_1 = \frac{1}{b^2} \left(x^* D_1 + y^* D_4\right) \quad (44a)$$

$$A_2 = \frac{x^* y^*}{b^2} \left(\left|D_6 - w_1 b^2 g'(y^*)\right| - w_q D_1 + D_3\right) \quad (44b)$$

$$\Delta = \frac{x^* y^*}{b^2} \left(D_6 - w_1 b^2 g'(y^*)\right) \left|w_q D_4 - x^* D_3\right|$$

$$= \frac{x^* y^*}{b^2} \left(D_6 - w_1 b^2 g'(y^*)\right) \left|w_q D_4 - x^* D_3\right| \quad (44c)$$

Therefore, in the following theorem, the local stability conditions for the positive equilibrium point $E_{xyz}$ in the $Int.R^3_+$ are established.
Theorem 2. Assume that $E_{xyz}$ exists in the $\text{Int}.R^3_+$ and the following conditions are satisfied:

$$z^* < \min \left( b^{1/2}, \frac{z}{w_z}, \frac{w_z}{w_x} b^{1/2}, \frac{w_y}{w_z} b^{1/2} \right) \quad (45a)$$

$$D_x > w_{10} f'(x^*)b^{1/2} \quad (45b)$$

$$\frac{D_y}{\Delta_x} < \frac{w_x}{w_y} \quad (45c)$$

$$D_y > w_{11} g'(y^*)b^{1/2} \quad (45d)$$

Then it is locally asymptotically stable.

Proof. According to the Routh-Hurwitz criterion the characteristic equation (43) has roots with negative real parts if and only if $A_i > 0$, $A_i > 0$ and $\Delta > 0$.

Note that, it is easy to verify that, condition (45a) guarantees that $D_i < 0$, $\forall i \in \{2,3,4\}$ and hence $A_i > 0$; while conditions (45a)-(45d) ensure the positivity of $A_3$ (i.e. $A_3 > 0$) and $\Delta > 0$. Hence, all the roots (eigenvalues) of the $J_{xyz}$ have negative real parts. Therefore $E_{xyz}$ is locally asymptotically stable in the $\text{Int}.R^3_+$ and hence the proof is complete. 

Now, before go further to study the global dynamical behavior of system (6) in the $\text{Int}.R^3_+$, we will discuss the dynamical behavior of system (6) in the interior of the boundary planes as shown in the following theorems.

Theorem 3. Suppose that the zooplankton free equilibrium point $E_{xy}$ is locally asymptotically stable in the $\text{Int}.R^2_+$ of the $xy$– plane, then it is a globally asymptotically stable in $\text{Int}.R^2_+$ of the $xy$– plane.

Proof. The proof follows directly by using Bendixson-Dulic criterion with Dulic function $l/xy$ and then using Poincare-Bendixson theorem.

Theorem 4. System (6) has no periodic dynamics in the $\text{Int}.R^2_+$ of $xz$– and $yz$– planes provided that

$$z < (w_1 + x)^2 \quad (46a)$$

$$z < \frac{w_1}{w_2 w_3} (w_1 + w_2 y)^2 \quad (46b)$$

respectively.

Proof. The proof follows directly by using Bendixson-Dulic criterion with Dulic functions $l/xz$ and $l/yz$ respectively.

Keeping the above in view, Since all the solutions of the system (6) are bounded and $E_{xz}$ and $E_{yz}$ (for case 2) are the unique positive equilibrium points in $\text{Int}.R^2_+$ of the $xz$– and $yz$– planes respectively, hence by using the Poincare-Bendixson theorem $E_{xz}$ and $E_{yz}$ are globally asymptotically stable in the $\text{Int}.R^2_+$ of $xz$– plane and $yz$– plane respectively.

4. Global stability of the system

In this section the global stability of the equilibrium points $E_x$, $E_y$, $E_{xy}$, $E_{xz}$, $E_{yz}$ and $E_{xyz}$ in $R^3_+$ are investigated as shown in the following theorems.

Theorem 5. Assume that the equilibrium point $E_x$ is locally asymptotically stable in $R^3_+$, and let the following condition holds:

$$w_9 \geq \frac{w_1}{w_2} \quad (47)$$

Then the basin of attraction of $E_x$ can be written as

$$B(E_x) = \{ (x,y,z) \in R^3_+ : x \geq \Omega_1, \ y \geq 0, z \geq 0 \}$$

with $\Omega_1 = \frac{w_1 w_2 + w_9 w_3}{w_2 w_3 + w_9 w_4}$.

Proof. Consider the following positive definite function:

$$V_1(x,y,z) = c_1(x - 1 - \ln x) + c_2 y + c_3 z$$

Clearly $V_1 : R^3_+ \rightarrow R$, and is a $C^1$ positive definite function, where $c_i (i = 1,2,3)$ are nonnegative constants to be determined. Now, since the derivative of $V_1$ along the trajectory of system (6) can be written as:

$$\frac{dV_1}{dt} < -c_1 (x-1)^2 - \left( c_1 + c_2 w_3 \right) x - \left( c_1 + c_3 w_7 \right) y - z \left( c_3 w_9 - \frac{w_1}{w_2} \right)$$

Here

$$\frac{dV_1}{dt} \leq -w_2 (x-1)^2 - \left( \frac{w_1 w_2 + w_9 w_3}{w_2 w_3 + w_9 w_4} \right) x - z \left( \frac{w_9}{w_1} \right)$$

So, by choosing the nonnegative constants as $c_1 = w_7, c_2 = \frac{w_2}{w_3}$ and $c_3 = 1$ gives:

$$\frac{dV_1}{dt} \leq -w_2 (x-1)^2 - \left( \frac{w_1 w_2 + w_9 w_3}{w_2 w_3 + w_9 w_4} \right) x - z \left( \frac{w_9}{w_1} \right)$$

Therefore, for any initial point in the interior
of \( B(E_x) \), \( \frac{dV_I}{dt} < 0 \) under condition (47) and hence \( V_I \) is strictly Lyapunov function. Thus, \( E_x \) is globally asymptotically stable in the \( B(E_x) \) and then \( B(E_x) \) is the basin of attraction of \( E_x \).

**Theorem 6.** Assume that the equilibrium point \( E_y \) is locally asymptotically stable in \( R^3 \), and let the following condition holds:

\[
 w_9 \geq \frac{w_8 w_9}{w_6} \quad (49)
\]

Then the basin of attraction of \( E_y \) can be written as \( B(E_y) = \{ (x,y,z) \in R^3 : x \geq 0, y \geq \Omega_2, z \geq 0 \} \) with \( \Omega_2 = \frac{w_9 w_9 + w_9 w_8}{w_9 w_9 + w_9 w_8} \).

**Proof.** Follows similarly as the proof of theorem (5) with using the candidate Lyapunov function

\[
 V_2(x,y,z) = c_1 x + c_2 (y - y_0 - y_0 \ln \frac{x}{y}) + c_3 z
\]

**Theorem 7.** Assume that the zooplankton free equilibrium point \( E_{xy} \) is locally asymptotically stable in \( R^3 \), and let the following conditions hold:

\[
 \left( w_7 + \frac{w_8 w_7}{w_6} \right) \leq 4 \frac{w_8 w_7 w_8}{w_6} \quad (50a)
\]

\[
 w_9 \geq \frac{w_8^2 w_7}{w_6 w_9} \quad (50b)
\]

Then \( E_{xy} \) is globally asymptotically stable in \( R^3 \).

**Proof.** Follows directly by using the candidate Lyapunov function

\[
 V_3(x,y,z) = c_1 (x - \hat{x} - \hat{x} \ln \frac{x}{\hat{x}}) + c_2 (y - y_0 - y_0 \ln \frac{x}{y}) + c_3 z
\]

Now, since system (6) in case 1, may have either two equilibrium points or no equilibrium points in the \( \text{Int} R^3 \) of the \( zx \)- and \( yz \)-planes respectively. Therefore, in the following two theorems we will study the global dynamics of system (6) in these planes for case 2 only.

**Theorem 8.** Assume that the second phytoplankton free equilibrium point \( E_{xz} \) is locally asymptotically stable in \( R^3 \). Then the basin of attraction of \( E_{xz} \) is given by:

\[
 B(E_{xz}) = \{ (x,y,z) \in R^3 : x > x_0, y > y_0, z > z_0 \}
\]

provided that:

\[
 z < w_9 \quad (51a)
\]

\[
 z \leq \frac{w_9}{w_2} \quad (51b)
\]

**Theorem 9.** Assume that the first phytoplankton free equilibrium point \( E_{yz} \) is locally asymptotically stable in \( R^3 \). Then the basin of attraction of \( E_{yz} \) is given by:

\[
 B(E_{yz}) = \{ (x,y,z) \in R^3 : x \geq 0, y > y_0, z > z_0 \}
\]

Provided that:

\[
 z < \frac{w_9}{w_6} \quad (52a)
\]

\[
 z \leq \frac{w_9}{w_6} \quad (52b)
\]

\[
 \frac{w_9}{w_6} \geq \frac{w_9 (w_8 w_9 + w_9 w_8)}{(w_9 w_9 + w_9 w_8)} \quad (52c)
\]

**Proof.** Follows directly by using the candidate Lyapunov function

\[
 V_4(x,y,z) = c_1 (x - \hat{x} - \hat{x} \ln \frac{x}{\hat{x}}) + c_2 (y - y_0 - y_0 \ln \frac{x}{y}) + c_3 (z - \hat{z} - \hat{z} \ln \frac{x}{\hat{z}})
\]

**Theorem 10.** Assume that the coexistence equilibrium point \( E_{xyz} \) is locally asymptotically stable in \( \text{Int} R^3 \). Then the basin of attraction of \( E_{xyz} \) is given by:

\[
 B(E_{xyz}) = \{ (x,y,z) : x > x_0, y > y_0, z > z_0 \}
\]

Provided that:

\[
 z_0^* < \min \left\{ \frac{x}{w_x} b^*, \frac{w_9}{w_2}, \frac{y}{w_y} b^*, \frac{w_9}{w_2} b^* \right\} \quad (53a)
\]

\[
 w_1 w_7 + (w_2 w_7 - w_8) y^* > w_1 w_10 f'(x^*) b^* \quad (53b)
\]

\[
 w_1 w_8 - (w_2 w_7 - w_8) x^* > w_1 w_11 g(y^*) b^* \quad (53c)
\]

\[
 K_{12} \leq 4 K_{11} K_{22} \quad (53d)
\]

where:

\[
 K_{11} = \frac{w_9 (w_9 - w_9) x^* - w_9 w_9 b^*}{w_9 - w_9} \left( 1 - \frac{w_9}{w_9} \right) \quad (51c)
\]

\[
 K_{12} = \frac{w_9 (w_9 - w_9) x^* - w_9 w_9 b^*}{w_9 - w_9} \left( \frac{w_9}{w_9} \right) \quad (51d)
\]
\[ \kappa_i = \left( \frac{w_{ij} - (w_{ii} - w_{ij}) x^*-x^* \ln x^*}{w_{ij} - w_{ij}^*} \right) \]

**Proof.** Follows directly by using the candidate Lyapunov function

\[ V_6(x, y, z) = c_1(x - x^* - x^* \ln \frac{x}{x^*}) + c_2(y - y^* - y^* \ln y) + c_3(z - z^* - z^* \ln \frac{z}{z^*}) \]

**5. Persistence Analysis**

In this section, the persistence of system (6) is studied. It is well known that the system is said to be persistence if and only if each species persists. Mathematically this is meaning that the solution of system (6) do not have omega limit set in the boundaries of \( R^3 \) [16]. Therefore, in the following theorem, the necessary and sufficient conditions for the uniform persistence of the system (6) are derived.

**Theorem 11.** Assume that there are no periodic dynamics in the boundary planes \( xy, xz \) and \( yz \) respectively. Further, if in addition to conditions (34c), (34d), (35c), (35d), (37b) the following conditions are hold:

\[ w_i > \frac{w_i x^*}{y} \quad (54a) \]

\[ \hat{y} + \hat{z} < 1 \quad (54b) \]

Then, system (6) is uniformly persistent.

**Proof.** Consider the following function

\[ \sigma(x, y, z) = x^p y^p z^p \], where \( p_i = 1, 2, 3 \) are an undetermined positive constants. Obviously \( \sigma(x, y, z) \) is a \( C^1 \) positive function defined in \( R^3 \), and \( \sigma(x, y, z) \rightarrow 0 \) if \( x \rightarrow 0 \) or \( y \rightarrow 0 \) or \( z \rightarrow 0 \). Consequently we obtain

\[ \Psi(x, y, z) = \frac{\sigma'(x, y, z)}{\sigma(x, y, z)} = p_1 f_1 + p_2 f_2 + p_3 f_3 \]

Here \( f_i = 1, 2, 3 \) are given in system (6). Therefore

\[ \Psi(x, y, z) = p_1 \left( 1 - x - y - \frac{w_i}{w_i + x + y} z \right) + \left( 1 - w_i+y - w_i x - \frac{w_i x}{w_i + x + y} \right) + \left( 1 - w_i+y - w_i x - \frac{w_i x}{w_i + x + y} \right) y \]

Now, since it is assumed that there are no periodic attractors in the boundary planes, then the only possible omega limit sets of the system (6) are the equilibrium points \( E_0, E_x, E_y, E_z, E_{xy}, E_{xz}, E_{yz} \). Thus according to the Gard technique [16] the proof is follows and the system is uniformly persists if we can proof that \( \Psi(.) > 0 \) at each of these points. Since

\[ \Psi(E_0) = p_1 + w_3 p_2 - w_0 p_3 \quad (55a) \]

\[ \Psi(E_x) = (w_3 - w_3^*) p_2 \]

\[ \Psi(E_y) = (1 - \frac{1}{\hat{y}}) p_1 + \frac{w_0}{w_i + x + y} - w_i g(\hat{y}) \]

\[ \Psi(E_{xy}) = \frac{w_3^* - w_3^* \hat{y} - w_0}{\hat{b} - \hat{b}} p_1 \]

where \( f(1), g(1/w_i), f(\hat{y}), g(\hat{y}), \hat{b}, \hat{b} \) and \( \hat{b} \) are given in previous sections. Obviously, \( \Psi(E_0) > 0 \) for all values of \( p_i \); \( i = 1, 2, 3 \) sufficiently large than \( p_3 > 0 \). \( \Psi(E_0) > 0 \) for any positive constants \( p_i \); \( i = 1, 2, 3 \) provided that conditions (34c) and (34d) hold. \( \Psi(E_x) > 0 \) for any positive constants \( p_i \); \( i = 1, 3 \) if and only if conditions (35c) and (35d) are satisfied. Then strictly positive solution of system (6) do not have omega limit set and hence, system (6) is uniformly persistence.

**6. The local Bifurcation**

In this section an investigation for the dynamical behavior of system (6) under the effect of varying one parameter of each time is carried out. The occurrence of local bifurcation in the neighborhood of the above equilibrium points are studied in the following theorems.

**Theorem 12.** Assume that condition (34b) holds and the parameter \( w_3 \) passes through the value \( \bar{w}_3 = w_3 \), then system (6) near the equilibrium \( E_3 \) has:

1. No saddle-node bifurcation.
2. A transcritical bifurcation but no pitchfork bifurcation can occur provided that the following condition holds:

\[ w_i \neq 1 \]

Otherwise there is no bifurcation.
Proof. According to the Jacobian matrix of system (6) at $E_x$ that is given by $J_x$, it is easy to verify that as $w_3 = \bar{w}_3$, the $J_x(E_x, \bar{w}_3)$ has the following eigenvalues:

$$\hat{\lambda}_1 = -1, \hat{\lambda}_2 = 0 \text{ and } \hat{\lambda}_3 = \frac{w_7}{w_8} + w_9 - w_{10}$$

where $f(1)$ is obtain from Eq. (7a). Let $\bar{v} = (\bar{\theta}_1, \bar{\theta}_2, \bar{\theta}_3)^T$ be the eigenvector of $J_x(E_x, \bar{w}_3)$ corresponding to the eigenvalue $\hat{\lambda}_2 = 0$. Then it is easy to check that $\bar{v} = \left[ -\frac{\partial v}{\partial x_1}, -\frac{\partial v}{\partial x_2}, 0 \right]^T$, where $\bar{\theta}_2$ represents any nonzero real value. Also, let $\bar{w} = (\bar{h}_1, \bar{h}_2, \bar{h}_3)^T$ represents the eigenvector of $J_x^T(E_x, \bar{w}_3)$ that corresponding to the eigenvalue $\hat{\lambda}_2 = 0$. Straightforward calculation shows that $\bar{w} = (0, \bar{h}_2, 0)^T$, where $\bar{h}_2$ is any nonzero real number. Now since

$$\frac{\partial E}{\partial w_3}(X, w_3) = \left[ 0, y(1-w_4), 0 \right]^T$$

where $X = (x, y, z)^T$ and $F = (F_1, F_2, F_3)^T$ with $F_i; i = 1, 2, 3$ represent the right hand side of system (6). Then we get that $J_{w_3}(E_x, \bar{w}_3) = (0, 0, 0)^T$ and then the following is obtained:

$$\bar{w}^T [D_{w_3}J(E_x, \bar{w}_3)] = (0, \bar{h}_2, 0)(0, 0, 0)^T = 0$$

Thus the system (6) at $E_x$ does not experience any saddle-node bifurcation in view of Sotomayor theorem [17].

Also, since

$$\bar{w}^T [D^2 F(E_x, \bar{w}_3)(\bar{v}, \bar{v})] = 2w_5(1-w_4)\bar{h}_2 \bar{\theta}_2^2 \neq 0$$

where $D^2 F(E_x, \bar{w}_3) = DJ_x(X, w_3)|_{X = E_x, w_3 = \bar{w}_3}$. Moreover, we have

$$\bar{w}^T [D^2 F(E_x, \bar{w}_3)(\bar{v}, \bar{v})] = 2w_5(1-w_4)\bar{h}_2 \bar{\theta}_2^2 \neq 0$$

where $D^2 F(E_x, \bar{w}_3) = DJ_x(X, w_3)|_{X = E_x, w_3 = \bar{w}_3}$. Clearly, $\bar{w}^T [D^2 F(E_x, \bar{w}_3)(\bar{v}, \bar{v})] \neq 0$ provided that condition (56) holds, and then by using Sotomayor theorem again system (6) possesses a transcritical bifurcation but not pitch-fork bifurcation near $E_x$ where $w_3 = \bar{w}_3$. However, violate condition (56) gives that $\bar{w}^T [D^2 F(E_x, \bar{w}_3)(\bar{v}, \bar{v})] = 0$, and hence further computation shows

$$\bar{w}^T [D^2 F(E_x, \bar{w}_3)(\bar{v}, \bar{v})] = 0$$

Therefore according to Sotomayor theorem, there is no bifurcation.

Theorem 13. Assume that condition (35a) holds and the parameter $\bar{w}_8$ passes through the value

$$\bar{w}_8 = \left[ w_0 + w_1 g\left( \frac{1}{w_4} \right) w_4 + w_2 \right]$$

where $g\left( \frac{1}{w_4} \right)$ is obtained from Eq. (7b), then system (6) near the equilibrium $E_y$ has:

1. No saddle-node bifurcation.
2. A transcritical bifurcation but no pitch-fork bifurcation can occur provided that the following condition holds:

$$\frac{w_{13}}{w_{14}^2 - w_{15} + w_3^2} \neq w_{11} g\left( \frac{1}{w_4} \right)$$

where:

$$g\left( \frac{1}{w_4} \right) = \left\{ \begin{array}{ll}
\frac{w_3}{w_3 + 1} & \text{for case 1} \\
\frac{d}{w_4^2} & \text{for case 2}
\end{array} \right.$$
\[
\tilde{w}^T [DF_{\tilde{w}} (E_y, \tilde{w}) \tilde{v}] = (0, 0, \tilde{h}_3) \left( 0, 0, \frac{\tilde{h}_3}{w_{12} + w_2} \right)^T
\]

where \( DF_{\tilde{w}} (E_y, \tilde{w}) \) is obtained from Eq. (57) and \( \tilde{h}_3 \) is obtained from Eq. (7) passes through the value \( \tilde{w} = \frac{b}{2} \left( w_9 + w_{10}f(\tilde{\chi}) + w_{11}g(\tilde{\gamma}) - \frac{w_5}{b} \right) \) where \( f(\tilde{\chi}) \) and \( g(\tilde{\gamma}) \) are obtained from Eqs. (7a-7b). Here system (6) near the equilibrium \( E_y \) has:

1. No saddle-node bifurcation.
2. A transcritical bifurcation but no pitch-fork bifurcation can occur provided that at least one of the following conditions hold:

\[ \frac{b}{2} \left( w_9 + w_{10}f(\tilde{\chi}) + w_{11}g(\tilde{\gamma}) - \frac{w_5}{b} \right) \neq 0 \]

\( \tilde{w} = \frac{b}{2} \left( w_9 + w_{10}f(\tilde{\chi}) + w_{11}g(\tilde{\gamma}) - \frac{w_5}{b} \right) \) where \( f(\tilde{\chi}) \) and \( g(\tilde{\gamma}) \) are obtained from Eqs. (7a-7b), then system (6) near the equilibrium \( E_y \) has:

Theorem 15. Assume that conditions (39a) and (39b) hold and the parameter \( w_3 \) passes through the value \( \tilde{w}_3 = w_5 \tilde{x} + \frac{w_5}{b} \tilde{z} \), where \( \tilde{b} \) is given in (38a), then system (6) near the equilibrium \( E_{zz} \) has:

1. No saddle-node bifurcation.
2. A transcritical bifurcation but no pitch-fork bifurcation can occur provided that the one of the following conditions hold:

\[ \frac{b}{2} \left( w_9 + w_{10}f(\tilde{\chi}) + w_{11}g(\tilde{\gamma}) - \frac{w_5}{b} \right) \neq 0 \]

A pitch-fork bifurcation provided that:

\[ f'(\tilde{\chi}) = \begin{cases} w_{12} & \text{for case 1} \\ w_9 & \text{for case 2} \end{cases} \]

\[ g'(\tilde{\gamma}) = \begin{cases} w_{13} & \text{for case 1} \\ w_3 & \text{for case 2} \end{cases} \]

Proof. Follows directly by applying Sotomayor theorem as shown in proof of theorem (13).
Where \( f'(\tau) \) and \( g'(0) \) are given in (38b)

**Proof.** Follows directly by applying Sotomayor theorem as shown in proof of theorem (13).

**Theorem 16.** Assume that conditions (41b) and (41c) hold and the parameter \( w_1 \) passes through the value \( \tilde{w}_1 = \frac{w_3(\tilde{y}-\tilde{z})}{\tilde{y}-\tilde{z}} \), then system (6) near the equilibrium \( E_{yz} \) has:

1. No saddle-node bifurcation.
2. A transcritical bifurcation but no pitch-fork bifurcation can occur provided that one of the following condition holds:

\[
K_1 = \frac{\sigma_2 \sigma_3}{\sigma_2 - \sigma_1} \left [ w_6 - w_5 w_4 \right ] + w_5 w_6 \neq 0 \quad \ldots \ldots \ldots \ldots (62)
\]

3. A pitch-fork bifurcation provided that

\[
K_2 = \tilde{z} + w_5 \left [ \frac{\sigma_2 (\tilde{y} - 1) D_x}{w_6 (\sigma_2 - \sigma_1)} \right ] + \frac{\sigma_2}{\sigma_2 - \sigma_1} \left [ \frac{w_5 \sigma_3}{w_6 (\sigma_2 - \sigma_1)} \right ] - w_5 \frac{\sigma_2}{w_6 (\sigma_2 - \sigma_1)} - 2w_2 \tilde{z} \neq 0 \quad \ldots \ldots \ldots \ldots (63a)
\]

here:

\[
\sigma_1 = w_2 \tilde{y} \tilde{z} - \tilde{y} + \tilde{z}
\]

\[
\sigma_2 = (w_6 - w_2 w_7) \tilde{y} + w_{10} f'(0) \tilde{b}^2
\]

\[
\sigma_3 = -w_5 w_7 \tilde{b}^2 + w_5 \tilde{y} \tilde{z}
\]

\[
\sigma_4 = (1 - \tilde{y}) w_{11} g'(\tilde{y}) \tilde{b}^2
\]

with \( f'(0) \) and \( g'(\tilde{y}) \) are obtain from Eq. (38b).

**Proof.** Follows directly by applying Sotomayor theorem as shown in proof of theorem (13).

7. **Hopf bifurcation**

Finally, in order to investigate the Hopf bifurcation of the model system (6), we will follow the Liu approach [18] as shown in the following theorem.

**Theorem 17.** Assume that the coexistence equilibrium point of system (6) exists and let in addition to conditions (45a)-(45c), the following conditions hold:

\[
w_6 > \frac{w_{21} w_{34}}{w_{21} + w_{34}} \quad \ldots \ldots \ldots \ldots (64a)
\]

Then a simple Hopf bifurcation of the model system (6) occurs at

\[
w_{11} = w_{11}^* \quad g'(0) = \frac{b^*}{b} \quad f'(x^*) = \frac{\tilde{x}^*}{\tilde{y}^*} \quad (\tilde{x}^* D_1 + \tilde{y}^* D_2) \quad (\tilde{x}^* D_1 - \tilde{y}^* D_2)
\]

where \( D_i, i=1,2,3,4,5,6 \) and \( f'(x^*) \) are given in Eqs. (42a) and (42b) respectively.

**Proof.** According to the Liu approach a simple Hopf bifurcation occurs if and only if

\[
A_i(\mu_1) > 0, \quad A_i(\mu_2) > 0, \quad \Delta(\mu_1) = 0 \quad and \quad \frac{d^2}{d\mu_2^2} \neq 0 \quad w
\]

here \( \mu \) is a critical value of the key parameter and \( A_i \) for \( i=1,3 \) and \( \Delta \) are given in equations (44a), (44b) and (44c). Note that it is clear that \( D_6 > 0 \) under the condition (64a) and hence \( w_{11}^* \) is positive under the conditions (45a)-(45c). Now, by substituting the value of \( w_{11}^* \) in these equations we obtain:

\[
A_i(w_{11}^*) = \frac{w_{21} w_{34}}{w_{21} + w_{34}} \quad f'(x^*) = \frac{\tilde{x}^*}{\tilde{y}^*} \quad (\tilde{x}^* D_1 + \tilde{y}^* D_2)
\]

which is positive due to condition (45a);

\[
A_i(w_{11}^*) = \frac{w_{21} w_{34}}{w_{21} + w_{34}} \quad f'(x^*) = \frac{\tilde{x}^*}{\tilde{y}^*} \quad (\tilde{x}^* D_1 + \tilde{y}^* D_2)
\]

Clearly, \( A_i(w_{11}^*) > 0 \) under the conditions (45a), (45b), (45c) and (64b). Now rewrite equation (44c) gives that

\[
\Delta = \frac{w_{21} w_{34}}{w_{21} + w_{34}} \quad f'(x^*) = \frac{\tilde{x}^*}{\tilde{y}^*} \quad (\tilde{x}^* D_1 + \tilde{y}^* D_2)
\]

\[
+ \frac{w_{21} w_{34}}{w_{21} + w_{34}} \quad f'(x^*) = \frac{\tilde{x}^*}{\tilde{y}^*} \quad (\tilde{x}^* D_1 + \tilde{y}^* D_2)
\]

\[
- \frac{w_{21} w_{34}}{w_{21} + w_{34}} \quad f'(x^*) = \frac{\tilde{x}^*}{\tilde{y}^*} \quad (\tilde{x}^* D_1 + \tilde{y}^* D_2)
\]

688
where \( g'(v') \) is given in Eq.(42b). Hence it easy to verify that \( \Delta(\omega_{11}^*) = 0 \). Finally, since
\[
\frac{\Delta}{\Delta w_{11}} w_{11} = w_{11}^* \left( -w_{b_1} D_{4} - x^* D_{3} \right) \neq 0
\]
Thus, a simple Hopf bifurcation occurs in system (6) at \( w_{11} = w_{11}^* \).

8. Numerical Analysis

In this section the global dynamics of system (6), for case 1 and case 2, is studied numerically. In both the cases, system (6) is solved numerically for different sets of parameters and different sets of initial conditions, and then the attracting sets and their time series are drown.

For the following set of parameters

\[
\begin{align*}
w_1 &= 0.5, w_2 = 0.75, w_3 = 1, w_4 = 1.1, \\
w_5 &= 0.75, w_6 = 1, w_7 = 0.5, w_8 = 0.5, \\
w_9 &= 0.1, w_{10} = 0.2, w_{11} = 0.2, w_{12} = 0.75, \\
w_{13} &= 0.75, w_{12} = 0.7, w_{13} = 0.7, \\
a_i &= 1, d_i = 1
\end{align*}
\]

The attracting sets along with their time series of system (6) are drown in figure 1 and figure 2, starting from different sets of initial conditions, for case 1 and case 2 respectively. Note that from now onward, in time series figures, we will use solid line type for \( x \), dash line type for \( y \) and dot line type for \( z \).
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**Figure 1**- The phase plot of system (6) in case 1. (a) The solution of system (6) approaches asymptotically to stable limit cycle initiated at different initial points. (b) Time series of the attractor in (a) initiated at (0.85, 0.75, 0.65). (c) Time series of the attractor in (a) initiated at (0.65, 0.55, 0.45). (d) Time series of the attractor in (a) initiated at (0.45, 0.35, 0.25).
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**Figure 2**- The phase plot of system (6) in case 2. (a) The solution of system (6) approaches asymptotically to stable limit cycle initiated at different initial points. (b) Time series of the attractor in (a) initiated at (0.85, 0.75, 0.65). (c) Time series of the attractor in (a) initiated at (0.65, 0.55, 0.45). (d) Time series of the attractor in (a) initiated at (0.45, 0.35, 0.25).

Obviously, these figures show that, system (6) approaches to the globally asymptotically stable limit cycle in the \( Int.R^3 \) starting from different sets of initial conditions. However, for the set of parameters values (65) with \( w_1 = 0.6 \), system (6) approaches asymptotically to coexistence equilibrium point \( E_{sys} \) in the \( Int.R^3 \) starting from different sets of initial conditions, see figure 3 and figure 4 for case 1 and case 2 respectively.
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**Figure 3**- The phase plot of system (6) in case 1. (a) The solution of system (6) approaches asymptotically to stable positive point initiated at different initial points. (b) Time series of the attractor in (a) initiated at (0.85, 0.75, 0.65). (c) Time series of the attractor in (a) initiated at (0.65, 0.55, 0.45). (d) Time series of the attractor in (a) initiated at (0.45, 0.35, 0.25).
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**Figure 4**- The phase plot of system (6) in case 2. (a) The solution of system (6) approaches asymptotically to stable positive point initiated at different initial points. (b) Time series of the attractor in (a) initiated at (0.85, 0.75, 0.65). (c) Time series of the attractor in (a) initiated at (0.65, 0.55, 0.45). (d) Time series of the attractor in (a) initiated at (0.45, 0.35, 0.25).
Further analysis for the role of changing the half saturation constant \( w_1 \) on the dynamics of system (6) is performed, and the following results are obtained: **In case 1**, system (6) has a periodic dynamic in the \( \text{Int}.R^2_x \) for \( w_3 \leq 0.54 \) with the rest of parameters as given in Eq. (65), while for \( 0.55 \leq w_3 \leq 1.18 \) the system (6) has a globally asymptotically stable positive point in the \( \text{Int}.R^2_x \). Finally, it approaches asymptotically to zooplankton free equilibrium point \( E_{xy} = (0.28, 0.71, 0) \) in the \( \text{Int}.R^2_x \) of \( xy-\) plane when \( w_3 \geq 1.19 \) as shown in figure 5a. However, **in case 2**, the system (6) has a periodic dynamic in the \( \text{Int}.R^3_y \) when \( w_3 \leq 0.5 \), while the system (6) has a globally asymptotically stable positive point in the \( \text{Int}.R^3_y \) for \( 0.51 \leq w_3 \leq 1.10 \) and finally the system approaches asymptotically to zooplankton free equilibrium point \( E_{xy} = (0.28, 0.71, 0) \) in the \( \text{Int}.R^3_y \) of \( xy-\) plane for \( w_3 \geq 1.11 \) as shown in figure 5b.

Obviously the parameter \( w_1 \) plays a vital role in the extinction of zooplankton species causing losing the persistence of system (6).

Now, the effect of varying the intrinsic growth rate of the second phytoplankton \( y \), the parameter \( w_3 \), on the dynamics of system (6) is studied. It is observed that, for **case 1**, system (6) has periodic dynamics in the \( \text{Int}.R^2_x \) of the \( xz-\) plane for parameters values given by (65) with \( w_3 \leq 0.94 \), while it approaches to periodic attractor in the \( \text{Int}.R^3_y \) for the range of values \( 0.95 \leq w_3 \leq 1.01 \); finally the system (6) approaches asymptotically to the first phytoplankton free equilibrium point in the \( \text{Int}.R^3_x \) of \( yz-\) plane when \( w_3 \geq 1.02 \), see figure 6. However, for **case 2**, the system (6) approaches to periodic dynamics in the \( \text{Int}.R^2_z \) of \( xz-\) plane for \( w_3 \leq 0.94 \), while it has a periodic attractor in the \( \text{Int}.R^3_x \) where \( 0.95 \leq w_3 \leq 1 \), further the solution of system (6) return to approach at the positive equilibrium point in the \( \text{Int}.R^3_y \) at the values of \( w_3 = 1.01 \). Finally, it is observed that for \( w_3 \geq 1.02 \) system (6) approaches asymptotically to the first phytoplankton free equilibrium point in the \( \text{Int}.R^2_z \) of \( yz-\) plane as shown in figure 7.

**Figure 4** - The phase plot of system (6) in case 2. (a) The solution of system (6) approaches asymptotically to stable positive point initiated at different initial points. (b) Time series of the attractor in (a) initiated at \((0.85, 0.75, 0.65)\). (c) Time series of the attractor in (a) initiated at \((0.65, 0.55, 0.45)\). (d) Time series of the attractor in (a) initiated at \((0.45, 0.35, 0.25)\).

**Figure 5** - The trajectory of system (6) approaches asymptotically to zooplankton free equilibrium point \( E_{xy} = (0.28, 0.71, 0) \) in the \( \text{Int}.R^2_x \) of \( xy-\) plane for \( w_3 = 1.25 \) with other parameters as in (65). (a) The time series of the system (6) in case 1. (b) The time series of the system (6) in case 2.

**Figure 6** - Time series of the solution of system (6), in case 1, for different values of \( w_3 \) with other parameters as given in (65). (a) Periodic attractor in the \( \text{Int}.R^2_z \) of \( xz-\) plane at \( w_3 = 0.9 \). (b) Stable point \( E_{xz} = (0, 0.15, 0.53) \) in the \( \text{Int}.R^2_z \) of \( yz-\) plane at \( w_3 = 1.05 \).
According to the figures 6 and 7, it is clear that the persistence of system (6) is very sensitive to the changing in the intrinsic growth rate of the second phytoplankton that represented by the parameter $w_3$ in both the cases and hence it represent a bifurcation parameters. Moreover, on contrast of case 1, in case 2 the system (6) still has two types of attractors in the $Int. R_1^2$ (stable point and periodic) as the parameter $w_3$ passes through some critical values.

Now before we summarize our obtained numerical results for other parameters on the dynamical behavior of system (6) in the form of tables, we will show the occurrence of Hopf bifurcation in both the cases as a function of the conversion rate of zooplankton from the first phytoplankton that represented by the parameter $w_7$.

It is observed that, for case 1, the system (6) approaches asymptotically to the positive equilibrium point $E_{xyz}$ in the $Int. R_1^2$ when $w_7 < 0.27$ keeping other parameters fixed as in (65), while it is approaches to a periodic dynamic in the $Int. R_1^3$ as the parameter $w_7 \geq 0.27$, see Figure 8. However, for case 2, system (6) approaches to the positive equilibrium point $E_{xyz}$ in the $Int. R_1^3$ for the values of $w_7 < 0.49$ keeping other parameters fixed as in (65), while it has a periodic attractor in $Int. R_1^3$ as the parameter $w_7 \geq 0.49$, see figure 9.
Table 1- Numerical behavior and persistence of system (6) in case 1 as changing in a specific parameter keeping other parameters fixed as in Eq. (65)

<table>
<thead>
<tr>
<th>Parameters varied in system (6)</th>
<th>Numerical behavior of system (6)</th>
<th>Persistence of system (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_2 \leq 0.57$</td>
<td>Approaches to stable point in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$0.58 \leq w_2 \leq 1.96$</td>
<td>Approaches to periodic in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_2 \geq 1.97$</td>
<td>Approaches to stable point in $xy$-plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_2 \leq 1.02$</td>
<td>Approaches to periodic in $yz$-plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$1.03 \leq w_4 \leq 2.14$</td>
<td>Approaches to periodic in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_4 \geq 2.15$</td>
<td>Approaches to periodic in $xz$-plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_3 \leq 0.97$</td>
<td>Approaches to periodic in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_3 \geq 0.98$</td>
<td>Approaches to periodic in $xz$-plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_6 \leq 0.98$</td>
<td>Approaches to stable point in $yz$-plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$0.99 \leq w_6 \leq 1.05$</td>
<td>Approaches to periodic in $\text{Int}.R^3_+$</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_6 \geq 1.06$</td>
<td>Approaches to periodic in $xz$-plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_8 \leq 0.23$</td>
<td>Approaches to stable point in $xy$-plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$0.24 \leq w_8 \leq 0.4$</td>
<td>Approaches to stable in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_8 \geq 0.41$</td>
<td>Approaches to periodic in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_9 \leq 0.12$</td>
<td>Approaches to periodic in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$0.13 \leq w_9 \leq 0.22$</td>
<td>Approaches to stable point in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_9 \geq 0.23$</td>
<td>Approaches to periodic in $xy$-plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_{10} \leq 0.68$</td>
<td>Approaches to periodic in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$0.69 \leq w_{10} \leq 0.83$</td>
<td>Approaches to stable point in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_{10} \geq 0.84$</td>
<td>Approaches to stable point in $xy$-plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_{11} \leq 0.39$</td>
<td>Approaches to periodic in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$0.40 \leq w_{11} \leq 0.58$</td>
<td>Approaches to stable point in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_{11} \geq 0.59$</td>
<td>Approaches to stable point in $xy$-plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_{12} \leq 2.53$</td>
<td>Approaches to periodic in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$2.54 \leq w_{12} \leq 3.14$</td>
<td>Approaches to stable point in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_{12} \geq 3.15$</td>
<td>Approaches to stable point in $xy$-plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_{13} \leq 1.47$</td>
<td>Approaches to periodic in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$1.48 \leq w_{13} \leq 2.17$</td>
<td>Approaches to stable point in $\text{Int}.R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_{13} \geq 2.18$</td>
<td>Approaches to stable point in $xy$-plane</td>
<td>Not persists</td>
</tr>
</tbody>
</table>
Table 2- Numerical behavior and persistence of system (6) in case 2 as changing in a specific parameter keeping other parameters fixed as in Eq. (65)

<table>
<thead>
<tr>
<th>Parameters varied in system (6)</th>
<th>Numerical behavior of system (6)</th>
<th>Persistence of system (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_2 \leq 0.65$</td>
<td>Approaches to stable point in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$0.66 \leq w_2 \leq 1.53$</td>
<td>Approaches to periodic dynamic in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$1.54 \leq w_2 \leq 1.70$</td>
<td>Approaches to stable point in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_2 \geq 1.71$</td>
<td>Approaches to stable point in $xy$ plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_4 \leq 1.01$</td>
<td>Approaches to periodic dynamic in $yz$ plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$1.02 \leq w_4 \leq 2.56$</td>
<td>Approaches to periodic dynamic in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_4 \geq 2.57$</td>
<td>Approaches to periodic dynamic in $xz$ plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_5 \leq 0.98$</td>
<td>Approaches to periodic dynamic in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_5 \geq 0.99$</td>
<td>Approaches to periodic dynamic in $xz$ plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_6 \leq 0.98$</td>
<td>Approaches to stable point in $xy$ plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$0.99 \leq w_6 \leq 1.06$</td>
<td>Approaches to periodic dynamic in $\text{Int}R^3_+$</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_6 \geq 1.07$</td>
<td>Approaches to periodic dynamic in $xz$ plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_8 \leq 0.27$</td>
<td>Approaches to stable point in $xy$ plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$0.28 \leq w_8 \leq 0.47$</td>
<td>Approaches to stable in $\text{Int}R^3_+$</td>
<td>persists</td>
</tr>
<tr>
<td>$w_8 \geq 0.48$</td>
<td>Approaches to periodic dynamic in $\text{Int}R^3_+$</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_9 \leq 0.1$</td>
<td>Approaches to periodic dynamic in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$0.11 \leq w_9 \leq 0.22$</td>
<td>Approaches to stable point in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_9 \geq 0.23$</td>
<td>Approaches to periodic dynamic in $xy$ plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_{10} \leq 0.27$</td>
<td>Approaches to periodic dynamic in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$0.28 \leq w_{10} \leq 0.63$</td>
<td>Approaches to stable point in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_{10} \geq 0.64$</td>
<td>Approaches to periodic dynamic in $xy$ plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$w_{11} \leq 0.23$</td>
<td>Approaches to periodic dynamic in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$0.24 \leq w_{11} \leq 0.44$</td>
<td>Approaches to stable point in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$w_{11} \geq 0.45$</td>
<td>Approaches to periodic dynamic in $xy$ plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$\bar{w}_{12} \leq 0.03$</td>
<td>Approaches to stable point in $xy$ plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$0.04 \leq \bar{w}_{12} \leq 0.48$</td>
<td>Approaches to stable point in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$\bar{w}_{12} \geq 0.49$</td>
<td>Approaches to periodic dynamic in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$\bar{w}_{13} \leq 0.57$</td>
<td>Approaches to stable point in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$\bar{w}_{13} \geq 0.58$</td>
<td>Approaches to periodic dynamic in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$a_1 \leq 1.39$</td>
<td>Approaches to periodic dynamic in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$1.40 \leq a_1 \leq 3.16$</td>
<td>Approaches to stable point in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$a_1 \geq 3.17$</td>
<td>Approaches to stable point in $xy$ plane</td>
<td>Not persists</td>
</tr>
<tr>
<td>$d_1 \leq 1.17$</td>
<td>Approaches to periodic dynamic in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$1.18 \leq d_1 \leq 2.22$</td>
<td>Approaches to stable point in $\text{Int}R^3_+$</td>
<td>Persists</td>
</tr>
<tr>
<td>$d_1 \geq 2.23$</td>
<td>Approaches to stable point in $xy$ plane</td>
<td>Not persists</td>
</tr>
</tbody>
</table>
9. Conclusions and Discussions
In this paper, a mathematical model consisting of two harmful phytoplankton interacting with a single zooplankton has been proposed and analyzed. It is assumed that the two phytoplankton producing a toxin substance as a defensive strategy against the predation by zooplankton. The effect of toxin producing plankton on the dynamical behavior of phytoplankton-zooplankton is considered. Two different scenarios of the distribution of the toxin substance, through Holling type-I and Holling type-II, are studied. In both the cases, the dynamical behavior of system (6) has been investigated locally as well as globally. The conditions for the system (6) to be persists have been derived. The occurrence of local bifurcation as well as Hopf bifurcation in system (6) is investigated. Finally the effects of changing the parameters on the dynamics of system (6) are studied numerically and the trajectories of the system are shown in the form of figures. According to these figures the following conclusions are obtained.
1. Gradually increasing the parameters \( w_1, w_9, w_{10}, w_{11}, w_{12} \) and \( w_{13} \) in both the cases, which stand for half saturation constant, natural death rate of zooplankton, the liberation rates of toxin substance from first and second phytoplankton, and the maximum ingestion rates of zooplankton to the toxin from the first and second phytoplankton respectively, have stabilizing effect on the dynamics of system (6) and keep the system persist. However, further increasing for these parameters causes extinction of zooplankton and hence the system (6) losing the persistence. Consequently, hopf bifurcation may occurs as the above parameters decrease passing through a critical value.
2. Similar results are obtained as those stated in the above point, if we increase the parameters \( a_1 \) and \( d_1 \), which stand for the maximum zooplankton ingestion rates to the toxin produced from the first and second phytoplankton, in case 2.
3. The intrinsic growth rate of the second phytoplankton represented by \( w_3 \) plays a vital role on the coexistence of all the species in system (6). However increasing this parameter above a critical value causes extinction of the first phytoplankton.
4. The parameters \( w_1 \) and \( w_{13} \) (in case 2), which represent the conversion rate of zooplankton from the first phytoplankton and the half saturation constant of zooplankton to the toxin produced from the second phytoplankton, have destabilizing effect on the dynamics of system (6). In fact as changing these parameters the system (6) still persists. They are Hopf bifurcation parameters of system (6) too.
5. Increasing the parameter \( w_2 \) that represents the preference rate of zooplankton causes destabilizing of system (6) in the \( Int.R^4 \) first. However further increasing to this parameter leads to extinction of zooplankton in case 1, while the system return to stability at the positive equilibrium point first and then goes to extinction of zooplankton in case 2.
6. The parameters \( w_4 \) and \( w_6 \), which represent the intra-specific competition and the maximum attack rate of the second phytoplankton, represent critical parameters for the coexistence of all the species. Indeed increasing those parameters slightly leads to persistence of system (6). However, further increasing for them cause extinction in the second phytoplankton.
7. Keeping the inter-specific competition parameter represented by \( w_5 \) sufficiently small make the system persists. However, increasing this parameter more than a critical value causes losing the persistence due to extinction of the second phytoplankton.
8. Finally, the parameters \( w_8 \) and \( w_{12} \) (in case 2), which represent the conversion rate of zooplankton from the second phytoplankton and the half saturation constant of zooplankton to the toxin produced from the first phytoplankton, play a vital role on the coexistence of all the species by keeping the system (6) persists as they increase. In fact they have destabilizing effect on the dynamics of the system.

References


