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Abstract:
In this paper, the nonclassical approach to dynamic programming for the optimal control problem via strongly continuous semigroup has been presented. The dual value function $V_D(.,.)$ of the problem is defined and characterized. We find that it satisfied the dual dynamic programming principle and dual Hamilton –Jacobi –Bellman equation. Also, some properties of $V_D(.,.)$ have been studied, such as, various kinds of continuities and boundedness, these properties used to give a sufficient condition for optimality. A suitable verification theorem to find a dual optimal feedback control has been proved. Finally gives an example which illustrates the value of the theorem which deals with the sufficient condition for optimality.
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Introduction:
The theory of semigroup of linear operators lends a convenient setting and offers many advantages for applications. Control theory in infinite dimensional spaces is a relatively new field and started blooming only after well-developed semigroup theory was at hand [1,2]. Many scientific, engineering and economics problems can be modeled by partial differential equations, integral equations can be described as differential equations or differential inclusion [2,3].

A basic topic in optimal control is the analysis and applications of a specific value function, namely, the minimum cost in an optimal control problem as a function of the starting time and state (fixed initial point). Dynamic programming (briefly DP) is a branch of optimal control theory that deals with such a value function, i.e., whenever this value function is a Lipschitz solution for the partial
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differential equation of DP, known as the Hamilton–Jacobi–Bellman (briefly, HJB) equation, then it satisfies the sufficient conditions for optimality [2,4-9].

The problem to be investigated in this paper is the following optimal control problem. We will consider the following state equation:

\[ \dot{z}(t) = A z(t) + f(t, z(t), u(t)), \quad t \in [0, T] \]
\[ z(0) = x, \quad (1.1) \]

where \( A : D(A) \subset X \to X \) is the generator of some strongly continuous semigroup of linear bounded operators (briefly, \( C_0 \) semigroup) \( \{ e^{At} \}_{t \geq 0} \) on a separable Hilbert space \( X \), with \( X^* = X \), * denoted the dual, where \( f : [0, T] \times X \times U \to X \) is a given map with \( U \) a metric space in which the control \( u(t) \) takes values.

Thus, for any initial state \( x \in X \) and control \( u(.) \in U[0, T] \equiv \{ u : [0, T] \to U \mid u(.) \text{ measurable} \} \), the corresponding trajectory \( z(.) \) is the mild solution of (1.1) given by [10]:

\[ z(t) = e^{At} x + \int_0^t e^{A(t-s)} f(s, z(s), u(s)) \, ds, \quad t \in [0, T]. \quad (1.2) \]

We will assume that \( f \) is Lipschitz continuous in \( z \), uniformly in \((t, u) \in [0, T] \times U \). Thus, the (mild) solution to (1.1) is uniquely determined by the initial state and the control [10].

Our cost functional is given by the following

\[ J(u(\cdot)) = \int_0^T f^0(t, z(t), u(t)) \, dt + h(z(T)), \quad (1.3) \]

where \( f^0 : [0, T] \times X \times U \to \mathbb{R} \) and \( h : X \to \mathbb{R} \) are given functions. And the optimal control problem is stated as follows:

**Problem (C).** Find \( \bar{u}(\cdot) \in U[0, T] \), such that

\[ J(\bar{u}(\cdot)) = \inf_{u(\cdot) \in U[0, T]} J(u(\cdot)). \quad (1.4) \]

Now, let us describe the DP method. Instead of considering Problem (C) with (1.2) and (1.3), we consider the following family of optimal control problems:

For any given \((t, x) \in [0, T] \times X \), let us consider the following state equation

\[ z_{t,x}(s) = e^{A(s-t)} x + \int_t^s e^{A(s-r)} f(r, z_{t,x}(r), u(r)) \, dr, \quad s \in [t, T], \quad (1.5) \]

with \( u(.) \in U[0, T] \) and the cost functional

\[ J_{t,x}(u(\cdot)) = \int_t^T f^0(r, z_{t,x}(r), u(r)) \, dr + h(z_{t,x}(T)). \quad (1.6) \]

Here, the subscripts \( t \) and \( x \) are used to emphasize the dependence of the trajectory and the cost functional on the initial condition \((t, x)\). Next, we define the function \( V : [0, T] \times X \to \mathbb{R} \) by the following:

\[ V(t, x) = \inf_{u(\cdot) \in U[t, T]} J_{t,x}(u(\cdot)), \quad V(T, x) = h(x). \quad (1.7) \]

The function \( V \) is called the valued function of Problem (C).

In [2, Chapter 6] the author devoted to the study of another important approach to optimal control problem, he introduced the DP method for problem (1.1). For problem (1.1), but when \( f(.,.,.) \equiv Bu(.) \) where the control operator \( B \) is linear and unbounded, Faggian [11, 12], applied the DP to show that the value function of the problem is a solution of an integral version of the HJB equation. Also Faggian [13] applied DP to show that the value function of economic problem is the unique strong solution of the associated HJB equation. The classical and dual DP for finite dimensional optimal control problem of Bolza have been introduced in [6, 14], if we used the dual DP [14] we need not require that the value function is differentiable, which is essential in the classical method [6]. In [4]
the authors applied the dual DP to prove that, the existence of a maximum solution to HJ equation for the Lagrange problem. Also, the existence of a minimum solution to the dual partial differential equation of DP for optimal control problems of Bolza and Lagrange have been proved by using dual DP in [5].

From all the above one can find a reasonable justification to accomplish the study of this paper. Thus, the aim of this paper is to describe the nonclassical approach to DP via semigroup theory for optimal control Problem (C). The dual value function of this problem is defined, and we show that this function satisfied the dual DP principle and dual HJB equation. Another properties of dual value function have been studied, these properties used to give a sufficient condition for optimality. Also a verification theorem to find an optimal state feedback control via dual value function have been proved.

The method used in this paper is completely in the spirit of DP technique, although it is quite new in the study of the value function.

Definitions and Theorems:

Before proceeding to main results, we shall set in this section some definitions and theorems that will be used in our subsequent discussion.

**Definition 2.1** [2]: Let X be a normed space. Then the set of all bounded linear functionals (or linear continuous functional) on X constitutes a normed space with norm defined by

$$\|f\| = \sup\{ |f(x)| : x \in X, \|x\| = 1 \} = \sup\{ |f(x)| : x \in X, \|x\| = 1 \}$$

**Theorem 2.1** [15]: Suppose that the first partial derivatives of $f(x, y)$ are defined throughout an open region $R$ containing the point $(x_0, y_0)$ and that $f_x$ and $f_y$ are continuous at $(x_0, y_0)$. Then the change

$$\Delta z = f(x_0 + \Delta x, y_0 + \Delta y) - f(x_0, y_0),$$

in the value of $f$ that results from moving from $(x_0, y_0)$ to another point $(x_0 + \Delta x, y_0 + \Delta y)$ in $R$ satisfies an equation of the form

$$\Delta z = f_x(x_0, y_0) \Delta x + f_y(x_0, y_0) \Delta y + \varepsilon_1 \Delta x + \varepsilon_2 \Delta y,$$

In which each of $\varepsilon_1, \varepsilon_2 \to 0$ as both $\Delta x, \Delta y \to 0$.

**Corollary 2.1** [9]: If $0 \leq m(t) \leq D + C \int\limits_{s}^{t} m(r) \, dr$ for $s \leq t \leq T$ where $C, D$ are nonnegative constants. Then:

$$m(t) \leq D e^{C(t-s)}, \quad s \leq t \leq T.$$  \hspace{1cm} (2.1)

Inequality (2.1) is called **Gronwall’s inequality**.

**Definition 2.2** [10]: Let X be a Banach space. A one parameter family $T(t), 0 \leq t < \infty$, of bounded linear operators from X into X is a **semigroup** of bounded linear operators on X if

i. $T(0) = I$ (I is the identity operator on X),

ii. $T(t+s) = T(t) + T(s)$ for every $t, s \geq 0$ (the semigroup property).

A semigroup of bounded linear operators, $T(t), t \geq 0$ is uniformly continuous if

$$\lim_{t \to 0^+} \| T(t) - I \| = 0.$$  \hspace{1cm} (2.2)

**Definition 2.3** [10]: A semigroup $T(t), 0 \leq t < \infty$, of bounded linear operators on X is a strongly continuous semigroup of bounded linear operators if

$$\lim_{t \to 0^+} T(t)x = x$$

for every $x \in X$.  \hspace{1cm} (2.3)

A strongly continuous semigroup of bounded linear operators on X will be called a semigroup of class $C_0$ or simply a $C_0$ semigroup.

**Definition 2.4** [1]: The **infinitesimal generator** $A$ of a $C_0$- semigroup on a Hilbert space X is defined by

$$A z = \lim_{t \to 0^+} \frac{1}{t} (T(t) - I) z$$  \hspace{1cm} (2.4)
Whenever the limit exists, the domain of \( A \), \( D(A) \), being the set of elements in \( X \) for which the limit exists.

**Corollary 2.2 [10]:** Let \( T(t) \) be a uniformly continuous semigroup of bounded linear operators. Then

(a) There exists a constant \( \omega \geq 0 \) s.t \( \| T(t) \| \leq e^{\omega t} \). (b) There exists a unique bounded linear operator \( A \) s.t \( T(t) = e^{At} \). (c) The operator \( A \) in (b) is the infinitesimal generator of \( T(t) \). (d) \( t \rightarrow T(t) \) is differentiable in norm and \( d T(t)/dt = A T(t) = T(t) A \).

**Example 2.1 [1]:** Let \( X \) be a separable Hilbert space, the mapping given by

\[
T(t)x = \sum_{n=1}^{\infty} e^{\lambda_n t} \langle x, \varphi_n \rangle \varphi_n,
\]

is a \( C_0 \) semigroup on \( X \), where \{ \( \varphi_n \), \( n \geq 1 \) \} be an orthonormal basis in \( X \), and \{ \( \lambda_n \), \( n \geq 1 \) \} be a sequence of complex numbers with \( \sup \text{Re}\{\lambda_n\} < \infty \).

The infinitesimal generator is \( A x = \sum_{n=1}^{\infty} \lambda_n \langle \varphi_n, x \rangle \), with the domain

\[
D(A) = \{ x : \sum_{n=1}^{\infty} \left| \lambda_n \langle \varphi_n, x \rangle \right|^2 < \infty \}.
\]

**Example 2.2[2]:** Let \( A \in \mathbb{R}^{n\times n} \) be an \((n \times n)\)-matrix. Then \( T(t) = e^{At} = \sum_{k=0}^{\infty} (A^k t^k / k!), \ t \geq 0 \), is a \( C_0 \) semigroup on \( X = \mathbb{R}^n \). It is well known that \( e^{At} \) is the fundamental matrix of the (homogeneous) ordinary differential equation: \( \dot{z}(t) = A z(t) \).

**Definition 2.5 [2]:** Let \( X \) be a Banach space. Suppose \( \varphi : X \to \mathbb{R} \) and \( x_0 \in X \). We define

\[
D^* \varphi(x_0) = \{ y \in X^* | \lim_{x \to x_0} \frac{\varphi(x) - \varphi(x_0) - \langle y, x - x_0 \rangle}{x - x_0} \leq 0 \}.
\]

We call \( D^* \varphi(x_0) \) the superdifferential of \( \varphi \) at \( x_0 \).

**Properties of the value function:**

Let us take the problem (1.1) in section 1, the goal of this section is to characterize the value function \( V(., .) \) in (1.7). The first result is the following theorem, which is called the DP principle.

**Theorem 3.1 [2]:** Let \( (t, x) \in [0, T] \times X \). Then, for any \( s \in [t, T] \),

\[
V(t, x) = \inf_{u(\cdot) \in \mathcal{U}[t, s]} \left\{ \int_t^s f^0(r, z_{t,x}(r), u(r)) \, dr + V(s, z_{t,x}(s)) \right\}.
\]

The next goal is to derive the so-called HJB equation for the value function \( V \).

**Proposition 3.1 [2]:** Let the value function \( V \) be \( C^1([0, T] \times X) \). Let the functions \( f, f^0 \) and \( h \) be continuous. Then \( V \) satisfies the following HJB equation:

\[
V|_{t = T} = h(x), \quad x \in X,
\]

Where

\[
H(t, x, q) = \inf_{u \in U} \left\{ \langle q, f(t, x, u) \rangle + f^0(t, x, u) \right\}, \quad (t, x, q) \in [0, T] \times X \times X.
\]

For more details about properties of the value function one can refer to [2,7,11,12,13].

**Semigroups for dual dynamic programming:**

In this section we suggest the nonclassical approach to DP for the control problem (1.1) via semigroup theory, the domain of exploration was carried out from the \((t, x)\)-space to the space of multipliers \((t, y^0, y)\)-space). We will define the dual value function for the problem (1.1), and study some properties of this function such as, the dual value function is a solution to the dual Hamilton –
Jacobi–Bellman (DHJB) equation, which is essential in study the optimality. Finally, a suitable verification theorem is proved.

The Dual Value Function:
Let us take the optimal control problem as introduced in section 1. And we define an admissible pair for this problem as follows.

Definition 4.1: For the problem (1.1), any pair \((z(\cdot), u(\cdot))\) \(\in C([0,T]; X) \times U[0,T]\) satisfying (1.2) is called an admissible pair.

Now, let \(K \subset \mathbb{R} \times X\) denoted a set covered by the graphs of all admissible trajectories for the problem (1.1). And let \(P \subset \mathbb{R}^2 \times X\) be a set of variables \((t, y^0, y) = (t, p), t \in [0,T]\), with \(y^0 \leq 0\) and nonempty interior. Take a function \(z(t, p)\) defined on \(P\) such that \((t, z(t, p)) \in K\), \((t, p) \in P\), we assume that it is measurable, locally bounded and that for each admissible trajectory \(z(t)\) lying in \(K\), there exists an absolutely continuous function \(p(t) = (y^0, y(t))\) lying in \(P\) such that \(z(t) = z(t, p(t))\), and if all trajectories \(z(t)\) start at the same \((t_0, x_0)\), then all the corresponding \(p(t)\) have the same first coordinate \(y^0\).

Thus, we can define the real value function \(V_D(t, p)\) in a set \(P \subset \mathbb{R} \times X\) of the dual space \((t, y^0, y) = (t, p), y^0 \leq 0\) as follows:

\[
V_D(t, p) = \inf \left\{ -y^0 \int_t^T f^0(r, z_{t,x}(r), u(r)) \, dr - y^0 \, h(z_{t,x}(T)) \right\}
= \inf \left\{ -y^0 J_{t,x}(u(\cdot)) \right\},
\]

where the infimum above taken over admissible pairs \(z(\tau), u(\tau), \tau \in [t,T]\), whose trajectories start at \((t, z(t, p))\), and

\[
V_D(T, p) = -y^0 h(z_{t,x}(0), p(0)) = -y^0 h(x).
\]

The function \(V_D\) is called the dual value function of the Problem (C) which is discussed in section 1.

Remark 4.1: Let \(V_D(t, p)\) be as in (4.1) but with \(K\) and \(z(t, p)\) defined above. Then we see that

\[
V_D(t, p) = -y^0 V(t, z(t, p)), \quad (t, p) \in P, y^0 \leq 0.
\]

Following, we get a modification of Th. 3.1, and Prop. 3.1. Thus, the goal of this section is to characterize the dual value function. Our first result is the following theorem, which is called the dual DP principle.

Theorem 4.1: Let \(z(t) = z(t, p(t)), (t, p) \in P\), where \((t, z(t, p)) \in K = [0,T] \times X\). Then for any \(s \in [t,T]\),

\[
V_D(t, p) = \inf \left\{ -y^0 \int_t^T f^0(r, z_{t,x}(r), u(r)) \, dr + V_D(s, z_{t,x}(s)) \right\},
\]

where the infimum above taken over admissible pairs \(z(\tau), u(\tau), \tau \in [t,T]\), whose trajectories start at \((t, z(t, p))\).

Before proving the above theorem, let us first make some observations on (4.2). Suppose (4.2) holds and for a given \((t, z(t, p)) \in K\), there exists an optimal control \(\bar{u}(\cdot), \bar{z}_{t,x}(\cdot) = \bar{z}_{t,z(0),p(0)}(\cdot, \bar{p}(\cdot))\) is the corresponding optimal trajectory. Then

\[
V_D(t, p) = -y^0 \int_t^T f^0(r, \bar{z}_{t,x}(r, p), \bar{u}(r)) \, dr - y^0 h(\bar{z}_{t,x}(T, p))
\]
\begin{equation}
\begin{split}
&= -y^0 \int_t^T f^o(r, z_{t,x}(r,p), u(r)) \, dr - y^0 \int_s^T f^o(r, z_{s,x}(r,p), u(r)) \, dr - y^0 h(z_{s,x}(T,p)) \\
&= -y^0 \int_t^s f^o(r, z_{t,x}(r,p), u(r)) \, dr - y^0 J_{s, z_{t,x}}(\bar{u})|_{[s,T]}(\cdot) \\
&\geq -y^0 \int_t^s f^o(r, z_{t,x}(r,p), u(r)) \, dr + V_D(s, z_{t,x}(s,p)) (4.3) \\
&\geq \inf \{ -y^0 \int_t^s f^o(r, z_{t,x}(r,p), u(r)) \, dr + V_D(s, z_{t,x}(s,p)) \} = V_D(t,p)
\end{split}
\end{equation}

Where the infimum above is taken over admissible pairs \( z(\tau), u(\tau), \tau \in [t,T] \), whose trajectories start at \( (t, z(t,p)) \). Therefore, the equalities in the middle of (4.3) hold. This implies that
\[-y^0 J_{s, z_{t,x}}(\bar{u})|_{[s,T]}(\cdot) = V_D(s, z_{t,x}(s,p)).\]

In other word, \( \bar{u}|_{[s,T]}(\cdot) \) is an optimal control of the problem starting from \( (s, z_{t,x}(s)) = (s, z_{t,x}(s, \bar{p}(s))) \) with the optimal trajectory \( z_{t,x}|_{[s,T]}(\cdot) = z_{t,x}(\cdot, \bar{p}(\cdot))|_{[s,T]}(\cdot) \). This says that
Globally optimal \( \rightarrow \) locally optimal,
Which is the essence of the DP method.

Now, let us given a proof of Theorem 4.1

**Proof of Theorem 4.1.** First of all, for any \( u(\cdot) \in \mathcal{U}[s,T] \) and any \( u(\cdot) \in \mathcal{U}[t,s] \), by putting Theorem concatenatively, we obtain \( u(\cdot) \in \mathcal{U}[t,T] \). Thus by definition of the dual value function we get that
\[ V_D(t,p) \leq -y^0 \int_t^T f^o(r, z_{t,x}(r,p), u(r)) \, dr - y^0 h(z_{t,x}(T,p)) \]
\[ = -y^0 \int_t^s f^o(r, z_{t,x}(r,p), u(r)) \, dr - y^0 \int_s^T f^o(r, z_{t,x}(r,p), u(r)) \, dr - y^0 h(z_{s,x}(T,p)) \]
\[ = -y^0 \int_t^s f^o(r, z_{t,x}(r,p), u(r)) \, dr - y^0 J_{s, z_{t,x}}(s,p)(u(\cdot)). \]

by taking the infimum over admissible pairs \( z(\tau), u(\tau), \tau \in [s,T] \), whose trajectories start at \( (s, z(s,p)) \in \mathcal{K} \), we obtain
\[ V_D(t,p) \leq -y^0 \int_t^s f^o(r, z_{t,x}(r,p), u(r)) \, dr + V_D(s, z_{t,x}(s,p)). \]

Consequently,
\[ V_D(t,p) \leq \Omega(t,s,x) \equiv \text{The right hand side of (4.2)}. \]

Next, for any \( \varepsilon > 0 \), there exists a \( u^\mathcal{E}(\cdot) \in \mathcal{U}[t,T] \), such that
\[ V_D(t, p) + \varepsilon \geq -y^0 J_{t, x}(u^e(.)) \]

\[ = -y^0 \int_{t}^{s} f^0 (r, z_{t, x}(r, p), u^e(r)) \, dr - y^0 J_{s, z_{t, x}(s)}(u^e(.)) \]

\[ \geq -y^0 \int_{t}^{s} f^0 (r, z_{t, x}(r, p), u^e(r)) \, dr + V_D(s, z_{t, x}(s, p)) \geq \Omega(t, s, x). \]

Hence, (4.2) follows. □

Our next goal is to derive the dual HJB equation for the dual value function \( V_D \).

**Proposition 4.2:** Suppose that \( z(t) = z(t, p(t)), (t, p) \in P \subset \mathbb{R}^2 \times X \) where \( (t, z(t, p)) \in K = [0, T] \times X \). Let the dual value function \( V_D \in C^1([0, T] \times (-\infty, 0] \times X) \), and let the functions \( f, f^0 \) and \( h \) be continuous. Then \( V_D \) satisfies the following dual HJB equation

\[ V_{Dt} + \langle V_{Dx}, A \rangle + H(t, x, V_{Dx}) = 0, \quad (t, x) \in [0, T] \times D(A), \]

\[ \quad V_D \big|_{t = T} = -y^0 h(x), \quad x \in X \]

Where

\[ H(t, x, v) = \inf_{u \in U} \{ \langle v, f(t, x, u) \rangle - y^0 f^0(t, x, u) \}, \quad (t, x, v) \in [0, T] \times X \times X \]

**Proof:** First, by definition, \( V_D(T, p) = -y^0 h(x) \) is satisfied.

Next, let us fix a \( u \in U \) and \( x \in D(A) \) (the domain of the generator of \( C_0 \) semigroup \( e^{At} \) on a separable Hilbert space \( X \)). By (4.2) and Th. 2.1, we have that

\[ 0 \leq V_D(s, z_{t, x}(s)) - V_D(t, p) - y^0 \int_{t}^{s} f^0 (r, z_{t, x}(r, p), u(r)) \, dr \]

\[ = V_D(s, z_{t, x}(s, p)) - V_D(t, p) - y^0 \int_{t}^{s} f^0 (r, z_{t, x}(r, p), u(r)) \, dr \]

\[ = V_{Dt}(t, p)(s-t) + \langle V_{Dx}(t, p), z_{t, x}(s, p) - x \rangle \]

\[ - y^0 \int_{t}^{s} f^0 (r, z_{t, x}(r, p), u(r)) \, dr + o \left( | s-t | + | z_{t, x}(s, p) - x | \right). \]

(4.5)

We not that because \( x \in D(A) \), we see that

\[ \frac{1}{s-t} (z_{t, x}(s, p) - x) = \frac{1}{s-t} (e^{A(s-t)} - I) x + \frac{1}{s-t} \int_{t}^{s} e^{A(s-r)} f(r, z_{t, x}(r, p), u) \, dr \]

\[ \rightarrow Ax + f(t, x, u) \quad \text{as} \quad s \downarrow t. \]

Hence, dividing by \((s-t)\) in (4.5) and sending \( s \downarrow t \), we obtain that

\[ 0 \leq V_{Dt}(t, p) + \langle V_{Dx}(t, p), Ax + f(t, x, u) \rangle - y^0 f^0(t, x, u), \quad \forall u \in U. \]

Thus, it follows that

\[ 0 \leq V_{Dt}(t, p) + \langle V_{Dx}(t, p), Ax \rangle + H(t, x, V_{Dx}(t, p)). \]

(4.7)
On the other hand, let \( x \in D(A) \) be fixed. For any \( \varepsilon > 0 \) and \( s > t \), by (4.2), there exists a 
\[ \tilde{u}(\cdot) \equiv u^{\varepsilon, s}(\cdot) \in U[t, s], \]

such that 
\[ \varepsilon(s-t) \geq V_D(s, z_{t,x}(s, p)) - V_D(t, p) - y^0 \int_t^s f^0(r, z_{t,x}(r, p), \tilde{u}(r)) \, dr. \]

Using (4.19), we get that 
\[ \varepsilon(s-t) \geq V_D(s, z_{t,x}(s, p)) - V_D(t, p) - y^0 \int_t^s f^0(r, z_{t,x}(r, p), \tilde{u}(r)) \, dr \]
\[ \quad + \langle V_{Dx}(t, p), (e^{A(s-t)} - I)x \rangle \]
\[ \quad + \langle V_{Dx}(t, p), \int_t^s f(r, z_{t,x}(r, p), \tilde{u}(r)) \, dr \rangle - y^0 \int_t^s f^0(r, z_{t,x}(r, p), \tilde{u}(r)) \, dr + o(|s-t|) \]
\[ = V_D(t, p)(s-t) + \langle V_{Dx}(t, p), (e^{A(s-t)} - I)x \rangle + \int_t^s \langle V_{Dx}(t, p), f(t, x, \tilde{u}(r)) \rangle \]
\[ - y^0 f^0(t, x, \tilde{u}(r)) \, dr + o(|s-t|) \]
\[ \geq V_D(t, p)(s-t) + \langle V_{Dx}(t, p), (e^{A(s-t)} - I)x \rangle + H(t, x, V_{Dx}(t, p) ) (s-t) + o(|s-t|). \]

Then, dividing through by \( (s-t) \) and letting \( s, t \to 0 \), we get that 
\[ \varepsilon \geq V_D(t, p) + \langle V_{Dx}(t, p), Ax \rangle + H(t, x, V_{Dx}(t, p)). \]

Combining with (4.7). We obtain the desired result. \( \square \)

**Remark 4.2:** We derive the dual HJB equation (4.4) by assuming the dual value function \( V_D \) to be
\[ C^1([0,T] \times X) \]. This assumption, however, is not necessarily true in most cases. We will provide an example below to illustrate this point. Hence, the conclusion of Prop. 4.2 has lack of applicability. Thus we can introduce proper notions of solutions to the equation (4.4) so that the dual value function \( V_D \) is the unique "solution" of (4.4).

To conclude this section, let us present an example where the dual value function is not in \( C^1([0,T] \times X) \).

**Example 4.1:** Consider in \( \mathbb{R} \) the following system:
\[ \dot{z}_{t,x}(s, p) = u(s) \, z_{t,x}(s, p), \quad s \in [t, T], \]
\[ z_{t,x}(t, p) = z(0, p(0)) = x, \]
with the control domain \( U = [0, 1] \) and the cost functional
\[ J_{t,x}(u(\cdot)) = z_{t,x}(T, p). \]

Then it is not hard to see that the dual value function is given by
\[ V_D(t, z(0, p)) = V_D(t, x) \begin{cases} -y^0 z(0, p(0)) = -y^0 x, x \geq 0 \text{ and } y^0 < 0 \\ -y^0 z(0, p(0)) e^{T-t} = -y^0 x e^{T-t}, x < 0, y^0 < 0. \end{cases} \]

Clearly, \( V_D(t, x) \) is just Lipschitz continuous and is not \( C^1 \).

**Remark 4.3:** If we define the dual value function \( V_D \) in (4.1) as follows \[ V_D(t, p) = \sup \left\{ y^0 \int_t^T f^0(r, z_{t,x}(r), u(r)) \, dr + y^0 h(z_{t,x}(T)) \right\}, \] (4.8)
Then by using simple change in the proof of Th.4.1, we can obtain the following result.

\[ V_D(t,p) = \sup \{ y^0 \int_t^T f^o(r,z_{t,x}(r),u(r)) \, dr + V_D(s,z_{t,x}(s)) \}. \]

Also, for Prop. 4.2, we see that the dual value function (4.8) satisfies the (DHJB) equation (4.4) but, where

\[ H(t,x,v) = \sup_{u \in U} \{ y^0 f^o(t,x,u) - \langle v, f(t,x,u) \rangle \}, (t,x,v) \in [0,T] \times X \times X, \]

\[ V_D \bigg|_{t=T} = y^0 h(x), \quad x \in X. \]

**Properties of the dual value function:**

We present some basic properties of the dual value function associated with our optimal control problem. As in previous sections and hereafter, we let \( X \) be a separable Hilbert space with the inner product \( \langle \,, \rangle \) and the induced norm \( \| \cdot \| \). We also let \( U \) be a metric space in which the control takes values.

We first study the continuity of dual value functions. In what follows, by a modulus of continuity, we mean a continuous function \( W: \mathbb{R}^+ \rightarrow \mathbb{R}^+ \), with \( W(0) = 0 \) and subadditive: \( W(\alpha + \beta) \leq W(\alpha) + W(\beta) \), for all \( \alpha, \beta \geq 0 \); by a local modulus of continuity, we mean a continuous function. \( W: \mathbb{R}^+ \times \mathbb{R}^+ \rightarrow \mathbb{R}^+ \), with the property that for each \( r \geq 0, \sigma \mapsto W(\sigma, r) \) is a modulus of continuity. In what follows, in different places, \( W \) will represent a different (local) modulus of continuity.

Next, let us make the following assumptions:

(A1) The linear, densely defined operator \( A:D(A) \subset X \rightarrow X \) generates a \( C_0 \) contraction semigroup \( e^{At} \) on the space \( X \). Thus

\[ \| e^{At} \| \leq 1 \quad \forall \ t \geq 0 \]  \hspace{1cm} (4.9)

(A2) \( f: (-\infty,0] \times [0,T] \times X \times U \rightarrow X \) is continuous, such that for some constant \( L > 0 \) and local modulus of continuity \( W \),

\[ |f(t,z(t,p),u) - f(\overline{t},\overline{z}(\overline{t},\overline{p}),u)| \leq L |z(t,p) - \overline{z}(\overline{t},\overline{p})| + W(|t - \overline{t}|, |z(t,p)|) \]

\[ \forall \ (t,z(t,p)),(\overline{t},\overline{z}(\overline{t},\overline{p})) \in K \&(t,p),(\overline{t},\overline{p}) \in P, u \in U, \] (where \( \vee \) denoted or) \hspace{1cm} (4.10)

\[ |f(t,0,u)| \leq L, \quad \forall \ (t,u) \in [0,T] \times U \]  \hspace{1cm} (4.11)

(A3) \( f^o: [0,T] \times (-\infty,0] \times X \times U \rightarrow \mathbb{R} \) and \( h: X \rightarrow \mathbb{R} \) are continuous, and there exists a local modulus of continuity \( W \) such that

\[ |f^o(t,z(t,p),u) - f^o(\overline{t},\overline{z}(\overline{t},\overline{p}),u)| \leq W(|z(t,p) - \overline{z}(\overline{t},\overline{p})| + |t - \overline{t}|, |z(t,p)| \vee |\overline{z}(\overline{t},\overline{p})|) \]

\[ \forall \ (t,z(t,p)),(\overline{t},\overline{z}(\overline{t},\overline{p})) \in K \&(t,p),(\overline{t},\overline{p}) \in P, u \in U \] \hspace{1cm} (4.12)

For some constant \( L > 0 \) (here, we take it to the same as in (A2) just for simplicity).

(A2)’ In (A2), replace (4.10) by the following:

\[ |f(t,z(t,p),u) - f(\overline{t},\overline{z}(\overline{t},\overline{p}),u)| \leq L(|z(t,p) - \overline{z}(\overline{t},\overline{p})| + |t - \overline{t}|) \]

\[ \forall \ (t,z(t,p)),(\overline{t},\overline{z}(\overline{t},\overline{p})) \in K \&(t,p),(\overline{t},\overline{p}) \in P, u \in U \] \hspace{1cm} (4.14)

(A3)’ In (A3) replace (4.12) by the following
\[
\left\{ \begin{array}{c}
\left| f^O(t, z(t, p), u) - f^O(\bar{t}, \bar{z}(\bar{t}, \bar{p}), u) \right| \leq L \left( \left| z(t, p) - \bar{z}(\bar{t}, \bar{p}) \right| + |t-\bar{t}| \right) \\
\left| h(z(t, p)) - h(\bar{z}(\bar{t}, \bar{p})) \right| \leq L \left| z(t, p) - \bar{z}(\bar{t}, \bar{p}) \right| \\
\forall (t, z(t, p)), (\bar{t}, \bar{z}(\bar{t}, \bar{p})) \in K \cup (t, p) \in P, u \in U
\end{array} \right.
\]

(4.15)

**Remark 4.4[1]**: We known that for a general \(C_0\) semigroup \(e^{At}\) one always has \(\| e^{At} \| \leq M \| e^{o_0 t}\) for some \(M \geq 1\) and \(o_0 \in \mathbb{R}\). As we are considering semilinear evolution equations, \(o_0\) can be taken to be 0, with out loss of generality. Thus, (4.9) is restrictive only in that \(M = 1\). However, it is not hard to see that all the results in this subsection remain true for general cases.

It is clear that under (A1) and (A2), for any \((t, z(t, p)) \in K \cup (t, p) \in P\) and \(u(.)) \in \mathcal{U}[t,T]\), the state equation (1.5) admits a unique trajectory \(z_{t,x}(.), (.))))\). We collect these properties in the following lemma. In what follows, \(C\) is an absolute constant that can be different in different places.

**Lemma 4.1:** Suppose that \(z(t) = z(t, p(t))\), \((t, p) \in P \subset \mathbb{R}^2 \times X\) where \((t, z(t, p)) \in K = [0, T] \times X\). Let (A1) and (A2) hold then for any \(0 \leq t \leq \bar{t} \leq T\), \(z(0, p(0)) = x, z(0, \bar{p}(0)) = \bar{x} \in X\), and \(u(.) \in \mathcal{U}[t,T]\), we have

\[
\left| z_{t,x}(s, p) \right| \leq C \left( 1 + |x| \right), \quad s \in [t,T]
\]

(4.16)

\[
\left| z_{t,x}(s, p) - z_{t,x}(s, p) \right| \leq C \left| x - \bar{x} \right|, \quad s \in [t,T]
\]

(4.17)

\[
\left| z_{t,x}(s, p) - z_{t,x}(s, p) \right| \leq C \left| (e^{A(t-t)} - I) x \right| + C \left( 1 + |x| \right) (\bar{t} - t), s \in [t,\bar{t}]
\]

(4.18)

\[
\left| z_{t,x}(s, p) - e^{A(s-t)} x \right| \leq C \left( 1 + |x| \right) (s-t), \quad s \in [t,T]
\]

(4.19)

**Proof:** If we take \((t, z(t, p)) \in K\), then from (1.5) and (4.14) we have

\[
\left| z_{t,x}(s, p) \right| \leq \left| e^{A(s-t)} x \right| + \int_t^s e^{A(s-r)} f(r, z_{t,x}(r, p), u(r)) \, dr
\]

\[
\leq \left| x \right| + \int_t^s f(r, z_{t,x}(r, p), u(r)) - f(r, 0, u(r)) + f(r, 0, u(r)) \, dr
\]

\[
\leq \left| x \right| + \int_t^s \left( L + \bar{L} \right) z_{t,x}(r, p) \, dr \leq L(s-t) + \left| x + \bar{L} \right| \int_t^s z_{t,x}(r, p) \, dr.
\]

Thus, by Gronwall’s inequality (2.1), we get that

\[
\left| z_{t,x}(s, p) \right| \leq (L(s-t) + |x|) e^{\bar{L}(s-t)} \leq C \left( 1 + |x| \right), \quad \text{Proving (4.16)}.
\]

Now, from (1.5) and (4.14) we have

\[
\left| z_{t,x}(s, p) - z_{t,x}(s, p) \right| \leq \left| e^{A(s-t)} x - e^{A(s-t)} \bar{x} \right|
\]

\[
+ \int_t^s \left| e^{A(s-r)} \right| \left| f(r, z_{t,x}(r, p), u(r)) - f(r, z_{t,x}(r, p), u(r)) \, dr
\]

\[
\leq \left| x - \bar{x} \right| + \int_t^s \left| L \right| z_{t,x}(r, p) - z_{t,x}(r, p) \, dr
\]

\[
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Thus, by Gronwell’s inequality (2.1), we obtain that
\[ \leq |x - \tilde{x}| e^{L(s-t)} \leq C |x - \tilde{x}|, \] proving (4.17).

Now, we take \( 0 \leq t \leq \tilde{t} \leq T \) and \( x \in X \). From (1.5) and (4.16) we have.
\[
|z_{t,x}(s, p) - z_{\tilde{t},x}(s, p)| \leq e^{A(s-t)} x - e^{A(s-\tilde{t})} \left| \tilde{t} \int_t^\tilde{t} L(1+|z_{t,x}(r, p)|) + \int_{\tilde{t}}^T z_{t,x}(r, p) - z_{\tilde{t},x}(r, p) \right| dr \leq \left| e^{A(\tilde{t}-t)} - I \right| x + L[1+C(1+|x|)] (\tilde{t}-t) + \int_{\tilde{t}}^T z_{t,x}(r, p) - z_{\tilde{t},x}(r, p) \right| dr.
\]

Thus, by Gronwell’s inequality (2.1), we obtain (4.10). Finally, from (1.5) and (4.16) we have
\[
|z_{t,x}(s, p) - e^{A(s-t)} x| \leq \int_{t}^{s} L(1+|z_{t,x}(r, p)|) dr \leq C(1+|x|)(s-t),
\]
proving (4.19). □

We have seen that the estimates in (4.16)–(4.19) are uniform in the control \( u(.) \). This is crucial in obtaining the properties of the dual value function \( V_D(t, p) \). The next result continuous the local boundedness and various kinds of continuities of the dual value function.

**Theorem 4.2:** Suppose that \( z(t) = z(t, p), \ (t, p) \in P \subset \mathbb{R}^2 \times X \), where \( (t, z(t, p)) \in K \subset [0,T] \times X \) and \( z(0, p(0)) = x, \tilde{x}(0, \tilde{p}(0)) = \tilde{x} \in X \). Now let \( (A_1)-(A_3) \) hold. Then, for some increasing function \( \hat{C} \) and some local modulus of continuity \( \hat{W} \),
\[
\left| V_D(t, p) \right| \leq -y^0 \left| \hat{C} \right| x, \quad \forall t \in [0, T], \quad x \in X, \quad y^0 < 0.
\]
\[
\left| V_D(t, p) - V_D(t, \tilde{p}) \right| \leq -y^0 \left| \hat{W} \right| (|\tilde{x} - x| + |x| \sqrt{|\tilde{x}|}) \quad \forall t \in [0, T], \quad x, \tilde{x} \in X, \quad y^0 < 0.
\]
\[
\left| V_D(t, p) - V_D(\tilde{t}, p) \right| \leq -y^0 \left| \hat{W} \right| |\tilde{t} - t| + \left| \left( e^{A(t-\tilde{t})} - I \right) x \right|, \quad \forall t, \tilde{t} \in [0, T], \quad x \in X.
\]
Consequently,
\[
\left| V_D(t, p) - e^{A(T-t)} x \right| \leq -y^0 \left| \hat{W} \right| (T - t, x) \quad \forall t \in [0, T], \quad x \in X, \quad y^0 < 0.
\]

In the case where \( (A_1), (A_2)' \) and \( (A_3) \) hold, we have some constant \( C > 0 \) such that
\[
\left| V_D(t, p) \right| \leq -y^0 \left| C(1+|x|) \right|, \quad \forall (t, x) \in K, \quad y^0 < 0.
\]
\[
\left| V_D(t, p) - V_D(t, \tilde{p}) \right| \leq -y^0 \left| C \right| x - \tilde{x} \quad \forall x, \tilde{x} \in X, \quad y^0 < 0.
\]
\[
\left| V_D(t, p) - V_D(\tilde{t}, p) \right| \leq -y^0 \left| C((1+|x|)|\tilde{t} - t| + \left| \left( e^{A(t-\tilde{t})} - I \right) x \right|, \quad \forall t, \tilde{t} \in [0, T], \quad x \in X.
\]
\[
\left| V_D(t, p) - e^{A(t-\tilde{t})} x \right| \leq -y^0 \left| C(1+|x|)|t - \tilde{t}|, \quad \forall 0 \leq t \leq \tilde{t} \leq T, \quad x \in X, \quad y^0 < 0.
\]

**Proof:** For any \( t \in [0, T], \quad x, \tilde{x} \in X, \quad y^0 < 0 \), and any control \( u(.) \in \mathcal{U}[t, T] \), by (4.12), (4.13) and (4.16) we have
\[
V_D(t, p) \leq -y^0 \int_t^\tilde{t} u(.) \]
\[
= \left| -y^0 \int_t^T f^o(r, z_{t,x}(r,p), u(r)) \, dr - y^0 h(z_{t,x}(T,p)) \right|
\]
\[
\leq \left| -y^0 \int_t^T \{ f^o(r, z_{t,x}(r,p), u(r)) - f^o(r, 0, u(r)) + f^o(r, 0, u(r)) \} \, dr \right|
+ \left| -y^0 \left[ h(z_{t,x}(T,p) - h(0) + h(0) \right] \right|
\]
\[
\leq \left| -y^0 \int_t^T \{ L + W(z_{t,x}(r,p), z_{t,x}(r,p)) \} \, dr \right| + \left| -y^0 \{ L + W(z_{t,x}(T,p), z_{t,x}(T,p)) \} \right|
\]
\[
\leq \left| -y^0 \int_t^T \{ L + W(C(1+x), C(1+|x|)) \} \, dr \right| + \left| -y^0 \{ L + W(C(1+x), C(1+|x|)) \} \right|
\]
\[
\leq (T + t) \left| -y^0 \{ L + W(C(1+x), C(1+|x|)) \} \right| \] 

This gives (4.20).

Now let \( t \in [0,T] \), \( x, \bar{x} \in X \), \( y^0 < 0 \), and \( u(.) \in \mathcal{U}[t,T] \), by (4.12), (4.16), (4.17) we have
\[
\left| -y^0 J_{t,x}(u(.)) - (-y^0 J_{t,x}(u(.))) \right| = \left| (-y^0) \left[ J_{t,x}(u(.)) - J_{t,x}(u(.)) \right] \right|
\]
\[
= \left| (-y^0) \int_t^T f^o(r, z_{t,x}(r,p), u(r)) \, dr + h(z_{t,x}(T,p)) \right|
\]
\[
- \int_t^T f^o(r, z_{t,x}(r,p), u(r)) \, dr - h(z_{t,x}(T,p)) \right| \right|
\]
\[
\leq \left| -y^0 \int_t^T \left[ f^o(r, z_{t,x}(r,p), u(r)) - f^o(r, z_{t,x}(r,p), u(r)) \right] \, dr \right|
+ \left| -y^0 \left[ h(z_{t,x}(T,p)) - h(z_{t,x}(T,p)) \right] \right|
\]
\[
\leq \left| -y^0 \int_t^T W(z_{t,x}(r,p) - z_{t,x}(r,p), z_{t,x}(r,p) \right| + \left| z_{t,x}(r,p) \right|) \, dr \right|
+ \left| -y^0 \left[ W(z_{t,x}(T,p) - z_{t,x}(T,p), z_{t,x}(T,p) \right| + \left| z_{t,x}(T,p) \right|) \right|
\]
\[
\leq \left| -y^0 \int_t^T W(C|x - \bar{x}|, C(1+|x|) \left| \bar{x} \right|) \, dr \right| + \left| -y^0 \left| W(C|x - \bar{x}|, C(1+|x|) \left| \bar{x} \right|) \right| \right|
\]
\[
\leq \left| -y^0 (T+1) W(C|x - \bar{x}|, C(1+|x|) \left| \bar{x} \right|) \right|
\]

Thus by taking the infimum of last inequality over admissible pairs \( z(r), u(r), r \in [t,T] \), whose trajectories start at \( (t, z(t,p)) \in K \), we obtain (4.21).

Next, we let \( 0 \leq t \leq \bar{t} \leq T \), \( x \in X \), \( y^0 < 0 \), by (4.12), (4.13), and (4.18) for any \( u(.) \in \mathcal{U}[t,T] \), we have
\[
\left| -y^0 J_{t, x}(u(.)) - \left( -y^0 J_{t, x}(\overline{I}, u(.)) \right) \right| = \left| (-y^0) \{ J_{t, x}(u(.)) - J_{t, x}(\overline{I}, u(.)) \} \right|
\]
\[
\leq -y^0 \int_{t}^{\overline{I}} \left\{ L + W \left( \left| z_{t, x}(r, p) \right| \right) \right\} dr
\]
\[
+ -y^0 \int_{t}^{\overline{I}} \left\{ W \left( \left| z_{t, x}(r, p) - z_{\overline{I}, x}(r, p) \right| \right) \right\} dr
\]
\[
+ -y^0 \int_{t}^{\overline{I}} \left\{ \left| z_{t, x}(T, p) - z_{\overline{I}, x}(T, p) \right| \right\} dr
\]
\[
\leq -y^0 \left\{ L + W \left( C(1 + |x|), C(1 + |x|) \right) \right\} (\overline{I} - t)
\]
\[
+ -y^0 \int_{t}^{\overline{I}} \left\{ T + 1 \right\} W \left( C \left( e^{A(\overline{I} - t)} - I \right) \right) x + C(1 + |x|) (\overline{I} - t), C(1 + |x|) \).
\]

Then we can define \( \tilde{W} \) such that (4.22) holds.

To prove (4.23), let \( t \in [0, T] \), and \( x \in X \), \( y < 0 \) for any \( u(.) \in \mathcal{U}(t, T) \) by (4.19)
\[
\left| -y^0 J_{t, x}(u(.)) - \left( -y^0 J_{t, x}(\overline{I}, u(.)) \right) \right| = \left| (-y^0) \{ J_{t, x}(u(.)) - J_{t, x}(\overline{I}, u(.)) \} \right|
\]
\[
= \left| (-y^0) \int_{t}^{\overline{I}} f^0 (r, z_{t, x}(r, p), u(r)) dr + h(z_{t, x}(T, p)) \right|
\]
\[
- \left| \int_{t}^{\overline{I}} f^0 (r, z_{\overline{I}, eA(\overline{I} - t)}(r, p), u(r)) dr - h(z_{\overline{I}, eA(\overline{I} - t)}(T, p)) \right|
\]
\[
\leq \left| (-y^0) \int_{t}^{\overline{I}} \left( f^0 (r, z_{t, x}(r, p), u(r)) - f^0 (r, 0, u(r)) + f^0 (r, 0, u(r)) \right) dr \right|
\]
\[
+ \left| (-y^0) \int_{t}^{\overline{I}} f^0 (r, z_{t, x}(r, p), u(r)) - f^0 (r, z_{\overline{I}, eA(\overline{I} - t)}(r, p), u(r)) dr \right|
\]
\[
+ \left| (-y^0) \left[ h(z_{t, x}(T, p)) - h(z_{\overline{I}, eA(\overline{I} - t)}(T, p)) \right] \right|
\]
\[
\leq -y^0 \int_{t}^{\overline{I}} \left\{ L + W \left( \left| z_{t, x}(r, p) \right| \right) \right\} dr
\]
\[
+ -y^0 \int_{t}^{\overline{I}} \left\{ W \left( \left| z_{t, x}(r, p) - z_{\overline{I}, eA(\overline{I} - t)}(r, p) \right| \right) \right\} dr
\]
\[
+ -y^0 \int_{t}^{\overline{I}} \left\{ W \left( \left| z_{t, x}(T, p) - z_{\overline{I}, eA(\overline{I} - t)}(T, p) \right| \right) \right\} dr
\]
\[
\leq \left\{ L + W \left( C(1 + |x|), C(1 + |x|) \right) \right\} (\overline{I} - t)
\]
\[
+ -y^0 \left\{ \left( T + 1 \right) W \left( C \left( e^{A(\overline{I} - t)} - I \right) \right) \right\} (\overline{I} - t)
\]
\[
\leq \left\{ L + W \left( C(1 + |x|), C(1 + |x|) \right) \right\} (\overline{I} - t)
\]
\[
+ -y^0 \left\{ \left( T + 1 \right) W \left( C(1 + |x|) \right) (\overline{I} - t), C(1 + |x|) \right\} (\overline{I} - t)
\]
\[
+ -y^0 \left\{ \left( T + 1 \right) W \left( C(1 + |x|) \right) (\overline{I} - t), C(1 + |x|) \right\} (\overline{I} - t)
\]
Hence we can define $\hat{W}$ such that (4.23) holds. Finally for any $t \in [0, T]$ and $z(0, p(0)) = x \in X$, $y^0 < 0$, $u(.) \in \mathcal{U}[t, T]$ and by (4.12), (4.13)

$$-y^0J_{t,x}(u(0)) - [y^0 h(e^{A(T-t)} x)] = \left(-y^0\right)\left[\int_{t}^{T} f^O(r, z_{t,x}(r, p), u(r)) dr + h(z_{t,x}(t, p)) - h(e^{A(T-t)} x)\right]$$

$$\leq \left(-y^0\right)\left[\int_{t}^{T} f^O(r, z_{t,x}(r, p), u(r)) dr + h(z_{t,x}(t, p)) - h(e^{A(T-t)} x)\right]$$

$$\leq \left[-y^0\right] \left(\int_{t}^{T} f^O(r, z_{t,x}(r, p), u(r)) dr + f^O(r, 0, u(r)) \right)$$

For the function $\phi: [0, T] \times (-\infty, 0) \times X \rightarrow \mathbb{R}$, with fixed $t_0$, $\phi(t_0, z(0, p(0)))$, $(t, p) \in P \subset \mathbb{R}^2 \times X$ is a function of $z(0, p(0))$ we may define its super differential in $z(0, p(0))$ denoted by $D_x \phi(t_0, z(0, p(0)))$, on the other hand, we define

$$D^+ \phi(t_0, z(0, p(0)))$$

in the following way:

$$D^+ \phi(t_0, z(0, p(0))) = \left\{ (\alpha, a) \in \mathbb{R}^2 \times X^* \right\}$$

$$\lim_{t \rightarrow t_0, z(t, p(t)) \rightarrow z(0, p(0))} \left(\alpha(t, z(t, p(t)) - \alpha(t_0, z(0, p(0))) - \langle a, (t, z(t, p(t)) - z(0, p(0))) \rangle \right) \leq 0$$

Next, in the following Theorem we give a sufficient condition for an admissible pair to be optimal.

**Theorem 4.3:** Suppose that $z(t) = z(t, p(t)), (t, p) \in P \subset \mathbb{R}^2 \times X$ where $(t, z(t, p)) \in K \subset [0, T] \times X$. Now, let (A1), (A2)', and (A3)', hold, let $(\tilde{z}(., \tilde{p}(.), \tilde{u}(.))$ be an admissible pair suppose that

$$\tilde{z}(t, \tilde{p}) \in D(A), \quad \text{a.e.,} \quad t \in [0, T]; \quad A \tilde{z}(., \tilde{p}(.)) \in L^1([0, T], X), \quad (4.29)$$

and there exists a function $\psi(.)$ such that

$$\left(-y^0 \langle \psi(t, \tilde{p}), A \tilde{z}(t, \tilde{p}) + f(t, \tilde{z}(t, \tilde{p}), \tilde{u}(t)) \rangle + y^0 f^O(t, \tilde{z}(t, \tilde{p}), \tilde{u}(t)) \right)$$

$$\in D^+ V_D(t, \tilde{z}(t, \tilde{p})) \quad \text{a.e.,} \quad t \in [0, T], \quad y^0 < 0 \quad (4.30)$$

Then $(\tilde{z}(., \tilde{p}(.), \tilde{u}(.))$ is optimal.

**Proof:** Let $\theta(t) = V_D(t, \tilde{z}(t, \tilde{p}))$ Then $\theta(.)$ is continuous and for almost all $t \in [0, T]$, we have (see (4.26), (4.27), (4.16), and (4.18))
\[ |\theta(s) - \theta(t)| = |V_D(s, \tilde{z}(s, \tilde{p})) - V_D(t, \tilde{z}(t, \tilde{p}))| \leq -y^0 \left| C\left( \left| s - t \right| + \left| (e^A(s-t) - I) \tilde{z}(t, \tilde{p}) \right| \right) \right| \]
\[ \leq -y^0 \left| C(1 + |A \tilde{z}(t, \tilde{p})|) \right| |s - t|. \]

Where \( C \) depends on \( z(0, p(0)) = x \), the fixed initial state. Thus, \( \theta(\cdot) \) is Lipschitz continuous? On the other hand, for almost all \( t \in [0, T] \), we have

\[
\tilde{z}(t + \delta, \tilde{p}) = \tilde{z}(t, \tilde{p}) + [A \tilde{z}(t, \tilde{p}) + f(t, \tilde{z}(t, \tilde{p}), \tilde{u}(t))] \delta + o(\delta). \tag{4.31}
\]

Thus, by (4.30),

\[
\theta(t + \delta) - \theta(t) = V_D(t + \delta, \tilde{z}(t + \delta, \tilde{p})) - V_D(t, \tilde{z}(t, \tilde{p}))
= V_D(t, \tilde{z}(t, \tilde{p}) + [A \tilde{z}(t, \tilde{p}) + f(t, \tilde{z}(t, \tilde{p}), \tilde{u}(t))] \delta + o(\delta) - V_D(t, \tilde{z}(t, \tilde{p}))
\leq \delta \left[ -y^0 \langle \psi(t, \tilde{p}), A \tilde{z}(t, \tilde{p}) + f(t, \tilde{z}(t, \tilde{p}), \tilde{u}(t)) \rangle + y^0 f^O(t, \tilde{z}(t, \tilde{p}), \tilde{u}(t)) \right]
+ \delta y^0 \langle \psi(t, \tilde{p}), A \tilde{z}(t, \tilde{p}) + f(t, \tilde{z}(t, \tilde{p}), \tilde{u}(t)) \rangle + o(\delta)
\leq \delta y^0 f^O(t, \tilde{z}(t, \tilde{p}), \tilde{u}(t)) + o(\delta)
\]

This together with the Lipschitz continuity of \( \theta(\cdot) \), implies that

\[ d\theta(t)/dt \leq y^0 f^O(t, \tilde{z}(t, \tilde{p}), u(t)), \quad \text{a.e., } t \in [0, T]. \]

Then by (4.2)

\[ V_D(t, \tilde{p}) \geq -y^0 \int_t^s f^O(t, \tilde{z}(t, \tilde{p}), \tilde{u}(t))\, dt \quad \text{for } s \leq t \in [0, T]. \]

Hence, the pair \((\tilde{z}(\cdot), (\tilde{p}(\cdot)), \tilde{u}(\cdot))\) is optimal. \( \square \)

Next, for any \((t, z(0, p(0))) = (t, x) \in [0, T] \times D(A)\), we define

\[ G(t, x) = \left\{ u \in U \left| \lim_{\delta \to 0} \frac{V_D(t + \delta, x + \delta A x + f(t, x, u)) - V_D(t, x)}{\delta} = y^0 f^O(t, x, u) \right\}. \]

We have the following result.

**Theorem 4.4:** Suppose that \( z(t) = z(t, p), (t, p) \in P \subset \mathbb{R}^2 \times X \), where \((t, z(t, p)) \in K \subset [0, T] \times X\), and let (A\(_1\)), (A\(_2\)), and (A\(_3\)) hold. Suppose that \((\tilde{z}(\cdot), (\tilde{p}(\cdot)), \tilde{u}(\cdot))\) be an admissible pair, such that (4.29) holds. Then the following are equivalent:

(i) \((\tilde{z}(\cdot), (\tilde{p}(\cdot)), \tilde{u}(\cdot))\) is optimal;

(ii) It holds that

\[ \tilde{u}(t) \in G(t, \tilde{z}(t, \tilde{p})) \quad \text{a.e., } t \in [0, T]. \tag{4.32} \]

**Proof:** Because \( \tilde{z}(t, \tilde{p}) \in D(A) \), a.e., \( t \in [0, T] \), by proof of Th. 4.3, we know that

\( \theta(t) = V_D(t, \tilde{z}(t, \tilde{p})) \) is Lipschitz continuous.

(i) \( \Rightarrow \) (ii). Let \((\tilde{z}(\cdot), (\tilde{p}(\cdot)), \tilde{u}(\cdot))\) be optimal. By (4.31),

\[ \lim_{\delta \to 0} \frac{V_D(t + \delta, \tilde{z}(t, \tilde{p}) + \delta [A \tilde{z}(t, \tilde{p}) + f(t, \tilde{z}(t, \tilde{p}), \tilde{u}(t))] - V_D(t, \tilde{z}(t, \tilde{p}))}{\delta} = \lim_{\delta \to 0} \frac{V_D(t + \delta, \tilde{z}(t, \tilde{p}) + o(\delta)) - V_D(t, \tilde{z}(t, \tilde{p}))}{\delta} \]

\[ = \lim_{\delta \to 0} \frac{1}{\delta} \int_0^\delta f^O\left( r, \tilde{z}(r, \tilde{p}), \tilde{u}(r) \right) dr = y^0 f^O(t, \tilde{z}(t, \tilde{p}), \tilde{u}(t)) \quad \text{a.e., } t \in [0, T], y^0 < 0. \]

This means that (4.32) holds.

(ii) \( \Rightarrow \) (i). In this case, we have
\[
\lim_{\delta \to 0} \frac{V_D(t + \delta, \bar{z}(t, \bar{p})) - V_D(t, \bar{z}(t, \bar{p}))}{\delta} = \lim_{\delta \to 0} \frac{V_D(t + \delta, \bar{z}(t, \bar{p}) + \delta [A \bar{z}(t, \bar{p}) + f(t, \bar{z}(t, \bar{p}), \bar{u}(t))] + o(\delta)) - V_D(t, \bar{z}(t, \bar{p}))}{\delta} = y^0 f^0(t, \bar{z}(t, \bar{p}), \bar{u}(t)), \quad y^0 < 0.
\]

Then, by the absolute continuity of \( V_D(t, \bar{z}(t, \bar{p})) \) we obtain the optimality of \( \bar{u}(t) \). \( \square \)

We see that (4.32) gives a representation of the optimal control in terms of the corresponding optimal state trajectory. Such a form is referred to as a state feedback control. Formally, the dual optimal trajectory \( \bar{z}(t, \bar{p}) \) satisfies the following:

\[
d/dt \bar{z}(t, \bar{p}(t)) \in A \bar{z}(t, \bar{p}(t)) + f(t, \bar{z}(t, \bar{p}(t)), G(t, \bar{z}(t, \bar{p}(t))), t \in [0, T].
\] (4.33)

This is a differential inclusion in the unknown function \( \bar{z}(t, \bar{p}(t)) \) and the control variable does not appear explicitly. Such a system is called the closed loop system for our Problem(C). Roughly speaking, in order to solve Problem(C), we first find a solution of (4.33). We then use (4.32) to determine an optimal control. We refer to Th. 4.4, as an optimal synthesis.

**Example:**

Let \( X \) be a Hilbert space of infinite dimension. Let \( A = A^* : D(A) \subset X \to X \) be a self-adjoint operator with the following properties: There exist sequences \( \{ \varphi_k \}_{k \geq 1} \subset X \) and \( \{ \lambda_k \}_{k \geq 1} \subset \mathbb{R} \) with the properties that \( \{ \varphi_k \}_{k \geq 1} \) forms an orthonormal basis of \( X \) and \( \{ e^{\lambda_k t} \}_{k \geq 1} \) forms a basis of \( L^2(0,1) \), such that

\[
0 < \lambda_1 \leq \lambda_2 \leq \ldots, \quad \lim_{k \to \infty} \lambda_k = + \infty,
\]

\( A \varphi_k = \lambda_k \varphi_k, \ k \geq 1. \)

This can be easily achieved [9]. Now, we suppose that

\[
b \in X, b_k = \langle b, \varphi_k \rangle \neq 0, k \geq 1 \quad (4.34)
\]

\[
a \in X, c \in \mathbb{R}, c \neq \langle a, A^{-1}a \rangle \quad (4.35)
\]

\[
q = (e^A - I) A^{-1} b ; U = [-2, 2]. \quad (4.36)
\]

Also let \( f(t, z(t), u(t)) = b u(t), \ t \in [0,1] \), and consider the following system:

\[
\dot{z}(t) = Az(t) + bu(t), \ t \in [0,1].
\] (4.37)

With \( u(\cdot) \in U \equiv \{ u(\cdot) : [0,1] \to U | u(\cdot) \) measurable\}. Our constraint for the endpoints of the state \( z(0) = 0 \) and \( z(1) = q \), thus \( (z(0),z(1)) \in [0] \times [q] \) (closed and convex) \( \subset X \times X \).

Now, let \( f^0(t, z(t), u(t)) \equiv \langle a, z(t, z(0)(t)) + cu(t) \rangle, \ t \in [0,1] \), and the cost functional is given by

\[
J_{t, z(0)}(u(\cdot)) = \int_0^1 [(a, z_{t, z(0)}(t)) + cu(t)] dt + h_{t, z(0)}(z(1)).
\] (4.38)

Then it is not hard to see that the dual value function is given by

\[
V_D(t, z(t, \bar{p})) = \inf_{u(\cdot) \in U} (-y^0 J_{t, z(0)}(u(\cdot))), \quad y^0 \leq 0.
\] (4.39)

Solutions to system (4.37) are understood to be mild solution [20]. Thus, for given \( u(\cdot) \in U \) and initial state \( z(0), p(0) = 0 \), we have

\[
z(t, p) = \int_0^t e^{A(t-s)}(b)u(s)ds, \ t \in [0,1].
\] (4.40)

Here, we suppose that \( (z(\cdot), \bar{u}(\cdot)) \) be an admissible pair for our problem, and let \( \psi(\cdot) \) be the solution of the following equation
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\[ \psi(t) = -e^{A^*(1-t)} h_x(\bar{z}(1, \bar{p})) + \int_0^1 e^{A^*(r-t)} f_x(r, \bar{z}(r, \bar{p}), \bar{u}(r))^\# \psi(r)dr \]
\[ - \int_0^1 e^{A^*(r-t)} f_x^0(r, \bar{z}(r, \bar{p}), \bar{u}(r))dr, \; t \in [0,1], \]  

(4.41)

With terminal condition \( \psi(1) = y^0 h_x(\bar{z}(1, \bar{p})), y^0 \leq 0. \)

For any admissible pair \((z(\cdot), u(\cdot))\), also let us define the following

\[
T(z(\cdot), u(\cdot)) = \{ t \in [0,1] \mid z(t, p(t)) \in D(A), \]
\[
\lim_{\delta \downarrow 0} \frac{1}{\delta} \int_0^{t+\delta} \| f(r, z(r, p), u(r)) - f(t, z(t, p), u(t)) \| dr = 0 \}. \]

Now, we fix a \( t \in T(\bar{z}(\cdot), \bar{u}(\cdot)) \), then for any \( s \in X \) and \( \tau \in (t, 1] \), it is not difficult to see that [21]:

\[
V_D(\tau, s) - V_D(t, \bar{z}(t, \bar{p})) \leq -y^0 \int_0^1 f^0(r, \bar{z}_{\tau, s}(r, p), \bar{u}(r))dr +
\]
\[
y^0 \int_0^1 f^0(r, \bar{z}(r, \bar{p}), \bar{u}(r))dr + y^0 h(\bar{z}_{\tau, s}(1, p)) - y^0 h(\bar{z}(1, \bar{p}))
\]
\[
= -y^0 \langle \psi(t), s - \bar{z}(t, \bar{p}) \rangle + (\tau - t) \big[-y^0 \langle \psi(t), p \rangle, A \bar{z}(t, \bar{p}) + f(t, \bar{z}(t, \bar{p}), \bar{u}(t)) \big]\]
\[
+ y^0 f(t, \bar{z}(t, \bar{p}), \bar{u}(t)) + o(\tau - t) \big| s - \bar{z}(t, \bar{p}) \big| \big| . \]  

(4.42)

Here, if we take \( \bar{u}(\cdot) \equiv 1, t \in [0,1] \), then by (4.36), and (4.40) the corresponding trajectory denoted by \( \bar{z}(\cdot) = \bar{z}(\cdot, \bar{u}(\cdot)) \) satisfies \( z(1) = \int_0^1 e^{As}bds = (e^A - I)A^{-1}b = q. \)

Thus, it is not difficult to check that, for \( \bar{u} \equiv 1 \) we can obtained from (4.42) the following

\[
(-y^0 \langle \psi(t), \bar{p} \rangle, A \bar{z}(t, \bar{p}) + f(t, \bar{z}(t, \bar{p}), l), y^0 \psi(t, \bar{p})) \in D^+ V_D(t, \bar{z}(t, \bar{p}))
\]

Therefore, by using Theorem 4.3, we see that the control \( \bar{u} \equiv 1 \; t \in [0,1] \) is the optimal control for our problem.

**Conclusions and future work:**

Conclusions:

1. Nonclassical approach to DP via semigroup theory for optimal control problem (C) is described (section 4.2).
2. Dual value function \( V_D(\cdot, \cdot) \) (4.2), for Problem (C) is defined and proved it a solution to the (DHJB) equation (4.4), which is essential in the study of optimality.
3. Some properties of \( V_D(\cdot, \cdot) \) have been presented, such as, various kinds of continuities and boundedness, these properties used to give a sufficient condition for optimality (Theorem 4.3). Also
4. A verification theorem to find an optimal state feedback control via \( V_D(\cdot, \cdot) \) is proved (Theorem 4.4).

**Future Work:**

1. Semigroup for differential inclusion may be considered.
2. \( V_D(\cdot, \cdot) \) is a viscosity solution of (DHJB) equation may be proved.
3. Another kind of continuity of \( V_D(\cdot, \cdot) \), such as, \( B \)–continuity which is essential in the study of optimality may be studied. Also, another interesting property of \( V_D(\cdot, \cdot) \) (Semiconcavity) may be established.
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